Instance Selection Techniques in Reduction of Data Streams Derived from Medical Devices

Abstract. The research described in this paper concerns the reduction of streams of data derived from medical devices, i.e. ECG recordings. Experimental studies included three instance selection techniques: thresholding method, bounds checking and frequent data reduction. It was shown that application the instance selection techniques may reduce data stream by over 90% without losing anomalies or the measurements that are key values for the medical diagnosis.

Introduction. The development of health technologies and the capabilities of diagnostic equipment make the process of medical analysis extremely challenging due to the multidimensional large datasets. Automated knowledge extraction from such huge datasets and the medical diagnosis based on the data analysis is a highly complex issue. This is primarily due to the limitations imposed by the performance of computer systems as well as the methodological problems inherent in multidimensional data analysis. It is called the curse of dimensionality [1, 2, 3, 4].

Reduction of large data sets can be performed by reduction of the number of analyzed parameters (dimensions) or by reduction of the number of analyzed cases. The dimensionality reduction can be accomplished through statistical methods, primarily Principal Component Analysis (PCA) [5, 6] or using feature selection techniques [7, 8]. The reduction of a dataset cardinality can be achieved by sampling, grouping or instance selection methods.

Data sampling involves retrieving certain elements of a collection according to the specified distribution of these elements. Data sampling techniques are used to reduce the amount of data and to approximate data characteristics by performing summarizations [9, 10]. We can distinguished two kinds of data sampling: fandom and focused [8]. Random sampling techniques assume equal probability of occurrence for each element of the input stream in the target sample. They build a good solution for large datasets, but may be less efficient for medical data sampling, where anomalies detection is crucial for diagnostics.

Medical data analysis may refer to the form of time series, i.e. measurements performed at specified time intervals (ECG signals, heart rate measurements, automated ambulatory blood pressure measurements). The process of medical data streams analysis usually focuses on the following tasks:

- anomaly detection in data stream, i.e. classification of each element into one of two categories: normal or abnormal values (binary classification); only incorrect values should be the subject of further analysis by medical experts,
- anomaly type classification, i.e. assigning each element of the stream into one of several categories: one of them represents normal values, and the other individual disease units (multi-class problem);
- determination of frequencies for abnormal values, i.e. the percentage of abnormal values in relation to the whole dataset.

Instance selection aims to reject most of the data stream elements and preserve only the most informative elements [11]. In comparison to basic sampling techniques, it depends on the task, while sampling process can be generalized [12].

The aim of the paper is to constitute an independent contribution to the relevant literature with regard to reduction of medical data streams. The research strived for finding a successful way to perform instance selection of medical data streams derived from diagnostic devices. The experimental studies were performed to assess the process of data sampling technique with respect to the representativeness of the sample against the complete dataset. The investigation included the following stages:

- data preparation,
- the analysis of complete datasets to distinguish values above, below, and within standardized thresholds, as well as their frequencies,
- performing instance selection for each of the datasets,
- the analysis of reduced datasets to distinguish values above, below, and within standardized thresholds, as well as their frequencies,
- the validation of results – the comparison of results and the assessment of data reduction.

The remainder of this paper is organized as follows. Section 2 (Related Works) presents literature review concerning instance selection applied in the diagnosis of medical data. Next section (Data Reduction Methods) concerns the problem of dataset cardinality reduction. In Section 4 (Experimental Analysis and Results) we describe the studies that were conducted. We introduce data collected for this application and discuss the results. Finally, in Section 5 (Conclusions) we summarize our research and describe further works.

Related Works

Large number of researches, concerning big data preprocessing and handling, were discussed in the literature during the last years [12, 13]. They confirm that
these techniques may be successfully applied in medical domain. At the same time it is noticeable that very few methods are used for treatment.
The sampling techniques are successfully applied in social networks, electronic mail analysis and industrial areas of interest [12]. However their implementation for medical data analysis is still not common. Moreover, many sampling methods have not been validated on really huge datasets. Therefore, more research studies are required [13].

Further scientific investigations, including this research, regarding instance selection, may increase the chances to implement data sampling in medical practice. Consequently, in the future medical staff will be able to avoid time and space consuming analysis of numerous parameters obtained from medical studies.

**Data Reduction Methods**

Large amounts of data require more and more sophisticated mechanisms for their analysis. Although more data for analysis may lead to more complex diagnosis, it may use large amounts of processing time and storage [14]. Therefore a wide range of methods aiming in the complexity reduction of the data are considered. Two main approaches - feature selection and instance selection – may be distinguished (Fig. 1).

Fig. 1. Data reduction approaches.

The analysis of datasets that are numerous in instances and are characterized by lots of parameters has to cope with the problem of so-called “the curse of dimensionality” [2]. It is a serious difficulty due to the fact that the computational cost of the data processing rise and therefore it negatively impacts the actions of the most of data mining algorithms.

The process of feature selection (FS) involves the identification of the most relevant attributes from the instance’s characteristics and the removal as many as possible the irrelevant or redundant parameters” [15]. The goal of the feature selection is to build a subset of features from the original set of attributes that still reflects the relations and characteristics of the entire set of instances [16, 17]. The application of feature selection as the preprocessing technique reduces the search space defined by the features, and as a result makes the learning process faster and less memory consuming [18]. The process of feature selection might also reduce the possible risk of over-fitting in the subsequent data mining algorithms, e.g. the classification or grouping.

The process of feature selection is usually used as a preprocessing technique for other data mining algorithms, but it can also help in tasks not directly related to the data exploration. If the feature selection is applied during the data collection stage, it saves costs in time, sampling, detection and further data analysis. Moreover, models and visualizations derived from data with smaller numbers of features will be more understandable and interpretable for domain experts (e.g. for medical staff).

Another possibility for a dimensionality reduction, except for the feature selection, is application of the space transformation techniques. They are used to generate an entirely new set of features of a smaller cardinality by combining the original attributes. Many different approaches of space transformation were proposed in the scientific literature to meet different criteria and specific requirements of the domain applications. Nonetheless, the first and the most common approaches are based on the linear methods and include factor analysis and principal component analysis PCA [19, 20, 21].

Principal component analysis (PCA) is used as a standard tool in multivariate data analysis to reduce the number of space dimensions, at the same time preserve dataset's variation and dependencies [22]. The process involves the exploration of the first few data components that hold the majority of the dataset variation, instead of investigating thousands of original variables. Then, the statistical methods as well as visualization of the selected components are usually used to find similarities or differences between the samples in the considered dataset. Principal component analysis may also bring benefits also for datasets with an average or low number of features [23].

The techniques that gain popularity in minimization of the negative impact of gathering very large datasets are instance reduction (IR) methods. They enable reduce the size of the dataset without decreasing the quality of the knowledge that can be extracted from it. Instance reduction can be used as a complementary task regarding feature selection techniques. This is due to the fact that the instance reduction decreases the quantity of data by removing instances, while the process of feature selection reduces the number of attributes (see Fig. 1).

Nowadays, the instance selection process is considered as a key stage of large datasets analysis [24]. The main difficulty for the application of the instance selection is the identification of suitable cases from a very large amount of instances. It should be performed in such a manner that there will be no information lost while carrying out the subsequent algorithms. Therefore, instance selection consists of the techniques that choose the best subset of cases that can replace the original dataset and, what is more, the new subset can fulfill the goal of a data mining application as the original dataset [25, 26]. Moreover, a distinction between instance selection and simple data sampling should be done. Data sampling in its basic form constitutes a randomized choice of cases from the original dataset, whereas instance selection involves more complex operations to categorize cases and pick only the ones of a special value for the further analysis [27]. Additional benefits of the instance selection applied during the preprocessing stage include the dataset cleaning based on removal of noisy and redundant instances and, as a consequence to focus on the most important part of the data.

There are many algorithms that select instances taking into account their characteristics, are comprehensive, and may be applied in medical data analysis [28].

Instance-Based learning Algorithm 3 (IB3) introduced in [29] is based on accuracy and retrieval frequency measures. Removal of the cases is performed whenever the accuracy of a case is below its class frequency with a certain degree of confidence.

The Locally Weighted Forgetting (LWF) algorithm described in [30] is on k-nearest neighbors approach. The
cases with a weight below a threshold are removed. However, sometimes it may lead to overfitting [31].

Iterative Case Filtering Algorithm (ICF) proposed in [32] refers to a redundancy removal technique. It rejects the instances that have a coverage set size smaller than its reachability set.

Experimental Analysis and Results

Data for the analysis were obtained from the research server provided by National Institute of General Medical Sciences [34, 35]. They referred heart arrhythmia. The following datasets were analyzed:

- Congestive Heart Failure RR Interval Database,
- Spontaneous Ventricular Tachyarythmia Database.

The first dataset – Congestive Heart Failure RR Interval Database – refers to beat annotation files for 29 long-term ECG recordings of subjects, aged 34 to 79, with congestive heart failure (NYHA classes I, II, and III). The recordings were digitized at 128 samples per second, and the beat annotations were obtained by automated analysis with manual review and correction. The original ECG recordings are not publically available. The interval histogram for one patient is shown in the Figure 2.

![Fig. 2. The sample RR histogram for a record of Congestive Heart Failure RR Interval Database [Source: PhysioBank’s Automated Teller Machine].](image)

The second dataset – Spontaneous Ventricular Tachyarythmia Database – includes 135 pairs of RR interval time series, recorded by implanted cardioverter defibrillators in 78 subjects. Each series contains between 986 and 1022 RR intervals. One series of each pair includes a spontaneous episode of ventricular tachycardia (VT) or ventricular fibrillation (VF), and the other is a sample of the intrinsic rhythm. The interval characteristics for a selected record is shown in the Figure 3.

The experimental studies consisted of the following steps:

- the analysis of complete datasets to distinguish values above, below, and within standardized thresholds, as well as their frequencies,
- performing instance selection for each of the datasets - application of instance selection techniques,
- the analysis of reduced datasets to distinguish values above, below, and within standardized thresholds, as well as their frequencies,
- the validation of results – the comparison of results and the assessment of data reduction.

The following, unsupervised techniques have been considered in conjunction to obtain the best results in terms of space reduction and further data analysis time [36, 37]:

- thresholding method,
- bounds checking,
- frequent data reduction.

Tables 1. and 2. shows the numbers of instances and the gain for the proposed methodology. The first column of each table ("All") contains the numbers of instances for the entire datasets, the second column ("Selected") refers to the numbers of instances after performing instance selection actions, and the third column ("Gain") the percentage profit of the reduction.

Table 1. Numbers of samples before and after instance selection for the Congestive Heart Failure RR Interval Database.

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Selected</th>
<th>Gain [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 207 121</td>
<td>100 586</td>
<td>96.86 %</td>
</tr>
</tbody>
</table>

Table 2. Numbers of samples before and after instance selection for the Spontaneous Ventricular Tachyarythmia Database.

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Selected</th>
<th>Gain [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>78 156</td>
<td>6 098</td>
<td>92.20 %</td>
</tr>
</tbody>
</table>

One can see, that for each dataset was reduced by over 90% of instances. This may lead to the conclusion that if the technique is applied, the disk space taken by data storage can be significantly reduced. Moreover, the reduced data stream, containing only meaningful values and their frequencies, can be processed by automated methods in considerably shorter time and can be easier to understand for human experts.

Conclusions

Automated data analysis and medical diagnosis of large data streams is a complex issue due to performance of computer systems and methods for high-dimensional data (so-called curse of dimensionality). Instance selection based on thresholds and bounds may reduce data stream by over 90% without losing anomalies which was proven in this paper. Nonetheless, further studies should be applied. They may be associated with application supervised instance selection techniques and the use of classification methods in terms of selected data, as well as instance selection from different sources [38].
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