Seasonality effect on working and prediction of the production of electricity in onshore wind farm

Abstract. This paper describes relevant issues of the energy prediction from onshore wind farms. The use of a neural network to forecast wind power production and its resistance to changing seasons is examined. Different structures of neural networks are presented with a comparison of their forecasts accuracy.

Streszczenie. Artykuł opisuje możliwości prognozowania produkcji energii w śródlądowych farmach wiatrowych. Analizie poddano możliwość predykcji z wykorzystaniem sztucznych sieci neuronowych uwzględniających wpływ sezonowości. W artykule zaproponowano różne struktury sieci neuronowych oraz porównano ich skuteczność.
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Introduction

In many areas of central Europe, in particular in Poland, a rapid development of renewable energy is more than visible. The growing significance of renewable sources entails the necessity of combining customers into groups within a region or a commune and the use of appropriate energy storage [1]. The electricity balance could be managed on the commodity exchange. In this case, the creeping trend model can be useful [2]. The model allows forecasting prices in a 24-hour horizon. The proper preparation of data for further analysis is associated with their normalization [3]. Among all renewables, the wind and the solar energy have been the fastest growing ones. Although in Poland, the construction of the first offshore wind farm is still being discussed, there is a tendency in the construction of inland farms with a growing number of turbines and their total installed capacity. The increasing number of wind farms located in Poland forces investors to locate farms in areas characterized by more difficult weather conditions. Farms are built on smaller areas or near existing farms which introduces interaction between turbines. In particular, when it comes to seasonal variability of wind and its turbulence. In order to increase the accuracy of prediction of wind speed [4], energy production [5] [6] in wind farms, various types of statistical and physical models have been successfully developed [7] [8].

This paper examines three neural network models for energy production forecasts from onshore wind farms, based on the use of artificial neural networks. The main advantage of this method is a relatively short time needed to obtain a good accuracy forecast [3]. The method uses models which were built on the basis of data from the farm and takes into account the impact of seasonality.

Analyzed farm are consists of 15 wind turbines manufactured by Enercon GmbH typ E 70 – E4 with rated power 2 MW. The average annual energy production is over 50 000 MWh. The wind park with a total installed capacity 30 MW is located on a hill with the area of 270 ha. The relative height of the plateau is about 150–170 m (350 – 470 m m.a.s.l.). The wind turbines are located approximately 450 m away from one another. Installation height of a generator hub is 85 m, rotor diameter is 71 m, swept area: 3959 m². This study uses data from years 2012-2014 (full three years) consisting more than 150,000 vectors (10-minute intervals) recorded form the SCADA. The study was performed with the use of following parameters: wind speed, wind direction and the power generated by each of the turbines and the total power generated by the wind farm.

The seasonality impact on work wind farm

The power generated by wind turbines depends significantly on wind speed, but also on the density of air. During the year, weather conditions change periodically. Slight changes in wind speed, temperature, pressure and humidity can evoke a significant change in power generated by the wind turbine. The impact of seasons on wind speed and direction and the volume of production was analyzed.

The following Fig.1-4 show the number of wind speed sets with a resolution of 1 m/s recorded by the turbine. Figures summarize operating conditions of a wind farm as the number of registered occurrences of wind speed in the whole analyzed seasons.

![Fig.1. Percentage of the number of occurrences depending on wind speed – spring](image1)

![Fig.2. Percentage of the number of occurrences depending on wind speed – summer](image2)
Analyzing the Figures 1-4 differences in wind strength between seasons are noticeable. During the spring and summer wind mostly blows at a speed of 5-6 m/s, during the autumn it increases to 6-7 m/s, while in the winter it reaches even 7-8 m/s. The biggest differences are visible between summer and winter. Although the speed changes to a small extent, it has a significant impact on the quantity of produced energy. Figures 5-6 summarize the frequency and volume of energy depending on the wind direction changing in increments of 15 degrees for two of the most different seasons (summer and winter) when the highest and lowest power outputs are recorded. The distribution of wind directions for both seasons is similar, most of the time the wind was blowing from the south and south-west.

The amount of energy production is strongly dependent on the variable wind speed. Figure Fig. 7 and Fig. 8 below are showing the dependence of power on wind speed for summer and winter.

Fig. 5 and Fig. 6 show two of the most different seasons of the year in which the highest and lowest power outputs are recorded. The distribution of wind directions for both seasons is similar, most of the time the wind was blowing from the south and south-west.

The amount of energy production is strongly dependent on the variable wind speed. Figure Fig. 7 and Fig. 8 below are showing the dependence of power on wind speed for summer and winter.
The wet air density can be expressed by the formula:

\[ \rho = \frac{P}{T \cdot R_{ps}} \cdot (1 - \frac{R_{H,O}}{R_{ps}}) \cdot \varphi \cdot E_i / 100 \]

where: \( \rho \) - density of air \([\text{kg/m}^3]\), \( P \) - pressure \([\text{Pa}]\), \( T \) - temperature \([\text{K}]\), \( \varphi \) - relative humidity \([\%]\), \( e \) - current vapor pressure \([\text{Pa}]\), \( e = E_2 \varphi 100 \) \([\%]\), \( E_1 \) - maximum vapor pressure \([\text{kg/m}^3]\), \( R_{ps} \) - individual dry gas constant air \([\text{J/kg K}]\), \( R_{H,O} \) - individual fixed gas steam \([\text{J/kg K}]\).

As can be seen from the formulas (1) and (2), besides the wind speed there are also other factors that determine the volume of energy production including temperature, humidity or pressure. The table 1 provides additional information about changes to this parameter depending on season.

Table 1. Summary of characteristic parameters of wind power generation in a seasonal view

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Spring</th>
<th>Summer</th>
<th>Autumn</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed ([\text{m/s}])</td>
<td>5.7</td>
<td>5.2</td>
<td>6.5</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>Power ([\text{MW}])</td>
<td>5.7</td>
<td>4.5</td>
<td>8.1</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>Temperature ([\text{°C}])</td>
<td>12</td>
<td>19</td>
<td>7</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Temp. Min ([\text{°C}])</td>
<td>1.8</td>
<td>8.8</td>
<td>-7.9</td>
<td>-11.9</td>
<td></td>
</tr>
<tr>
<td>Temp. Max ([\text{°C}])</td>
<td>30.8</td>
<td>32.1</td>
<td>22.8</td>
<td>14.9</td>
<td></td>
</tr>
</tbody>
</table>

The average wind speed varies slightly depending on the season, the difference is only 1.8 m/s. Bigger differences are observed for parameters like average, minimum and maximum temperature. An undesirable situation is lowering the temperature below 0°C, which may cause icing of windmill blades. This phenomenon changes the aerodynamics of the blades of windmills and it can result in a significant reduction in the generated electric energy, and in extreme cases, it might cause a damage to the fan. Below zero temperatures were registered in autumn and winter. During this period, a strong increase in the average 15-minute power of a wind farm was observed. An increase of 3.6 MW (autumn) and 4.9 MW (winter) compared to the summer, which is over 52% and 70% of the power-to-average power farm for this season.

Unwanted operating states of wind farm

Over the years 2012-2014 the speed of the wind has varied widely. In order to ensure the safety and maximize the efficiency of wind, farm turbines are subject to restrictions due to the speed of the wind. For the considered wind turbines three ranges of wind speed are defined: Cut-in Wind Speed (0-3 m/s), Rated Wind Speed (3-28 m/s) and Cut-out Wind Speed (more than 28 m/s). An analysis of the frequency of farms in these speed ranges for the data from the years 2012-2014 showed no incidents causing an emergency shutdown of the turbine due to too strong wind (Cut-out Wind Speed more than 28 m/s). During vast majority of 15-minute measurements (over 80% of all measurements), wind speed was in the range of normal operation of the wind farm. The differences in the size of the datasets, depending on season, were in the range of ±6.1%.

Building neural models when considering the seasonality

A. Selecting the forecasting models

This chapter presents the results of prediction of the power output of an onshore wind farm operating with 15 turbines for three different forecasting models. The learning process of the neural network was performed using back propagation (BP-neural network) and the Levenberg-Marquard algorithm. The verification of the models was performed using the real weather data. The training sets were selected in such a way to get two full years, including all four seasons.

The verifying data sets contains measurements from one full year. Various types and structures of artificial neural networks dedicated to the prediction of the energy in wind farms have been proposed in [4]. ANN have an opportunity to expand, because they can work independently or together with another wind power forecasting method. They
both are forms of hybrid structures [5]. Model I is a reference point built on the full annual figures. Model II contains four submodels dedicated to each season independently. Model III takes into account seasonal phenomenon in the form of information about the month for which the forecast was made.

- **Model I** - \( P_{\text{out}} = f(V_{\text{avg}}) \)

  The first and the simplest model forecasts produced power depending on the average wind speed for the entire wind farm. The operating rules of the neural network Model I are shown in Fig. 11.

  Fig.11. Single BP-neural network on the input average wind speed

- **Model II** - \( P_{\text{out}}(\text{seasons}) = f(V_{\text{avg}}) \)

  The second model was constructed in a similar way to the first, except that the preparation of four models of learned neural networks using selected data sets for different seasons. As a result, four neural networks for each season separately. The operating rules of Model 2 are shown in Fig. 12.

  Fig.12. Four neural network for each season independently

- **Model III** - \( P_{\text{out}} = f(V_{\text{avg}}, \text{month}) \)

  Model III is similar to the model I and, with the difference that the impact of seasonality as an additional input neural network was taken into account as an additional input for neural network. At the input of the neural network the average wind speed for the entire farm and the number of the month for which projections were made introduced.

  The operating rules of Model III are presented in Fig. 13.

  Fig.13. - Single BP-neural network, the input average wind speed and the date (month)

  where: \( P_{\text{out}} \) – output power of the wind park MW, 
  \( \text{Date (month)} \) – number of the month for which the forecast was made (ranging from 1-12),

\[
V_{\text{avg}} = \frac{\sum_{i=1}^{15} V_i}{15} \] - average wind speed for wind farm,

Table 2. Summary of differences between the analyzed models

<table>
<thead>
<tr>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of networks:</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Input:</td>
<td>wind speed</td>
<td>wind speed</td>
</tr>
<tr>
<td>Output:</td>
<td>total power of the farm</td>
<td></td>
</tr>
</tbody>
</table>

B. Indicators models

The evaluation of the effectiveness of the models was carried out for a period of one year, by comparing:

- revaluation, underestimation and absolute forecast error

\[
\delta_{\text{abs}}(t) = P_{\text{out}}(t) - P_{\text{real}}(t) \quad [\text{MW}]
\]

- mean absolute forecast error MAE,

\[
\text{MAE} = \frac{1}{n} \sum_{t} |P_{\text{real}}(t) - P_{\text{out}}(t)| = \frac{1}{n} \sum_{i} |e_i|
\]

- mean absolute percentage error MAPE

\[
\text{MAPE} = \frac{1}{n} \sum_{t} \left( \frac{P_{\text{real}}(t) - P_{\text{out}}(t))}{P_{\text{real}}(t)} \right) \times 100\%
\]

- Frequency of obtaining the forecast with the accuracy of 0.75 MW and 1.5 MW, which corresponds to \( \pm 2.5\% \) and \( \pm 5\% \) of the installed capacity of wind

Verification and comparison of models

This chapter presents the results of estimation of electricity production for three proposed models. The prediction was made for an onshore wind farm.

The forecasting method, using artificial neural networks to generate satisfactory results enables the predictions. When considering selection of a variety of structures, a strong dependence of the quality of forecasts on the selected training set was observed. Table II presents the results of forecasting accuracy for each model of forecasting for three models.

Table 3. Summary of results forecasts for the proposed models - the annual results

<table>
<thead>
<tr>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of forecasts</td>
<td>45150</td>
<td>45150</td>
</tr>
<tr>
<td>( P ) [MW]</td>
<td>290286.3</td>
<td>290286.3</td>
</tr>
<tr>
<td>Error [+][MW]</td>
<td>2372</td>
<td>2478</td>
</tr>
<tr>
<td>Error [-][MW]</td>
<td>28077</td>
<td>27660</td>
</tr>
<tr>
<td>( \Sigma ) Error[MW]</td>
<td>30449</td>
<td>30138</td>
</tr>
<tr>
<td>MAE</td>
<td>0.62</td>
<td>0.61</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.27</td>
<td>0.29</td>
</tr>
<tr>
<td>Error ( \pm 2.5% )</td>
<td>71.36</td>
<td>72.55</td>
</tr>
<tr>
<td>Error ( \pm 5% )</td>
<td>88.93</td>
<td>90.11</td>
</tr>
</tbody>
</table>

Fig. 14 and Fig. 15 show the results of forecasting accuracy for different seasons:
temperatures have a significant impact on the operation of energy production volume. The changes of wind speed and the seasons, and thus the impact of cyclical changes on the production were used to examine the forecast methods based on three years of wind farm operation (covering seasonality impact) were used to examine the forecast methods based on three different neural network models.

The analysis of measuring data confirmed the impact of the seasons, and thus the impact of cyclical changes on the energy production volume. The changes of wind speed and temperatures have a significant impact on the operation of the wind farm. The largest volume of energy production was recorded in autumn and winter. The smallest average energy production was registered in summer. Despite an insignificant increase in average wind speed in fall and winter, the average energy production changed noticeably, in the autumn there was an increase of 80%, and in winter, an increase of over 108% compared to summer in which production was the smallest.

Due to the seasonal changes of meteorological phenomena 3 models of neural networks optimized for the impact of seasonality on working wind farm have been proposed and compared. The third model was the best, but it need long-term data. At the of input of the model information about wind speed and the month for which the forecast energy production was carried out, has been given. Such incorporate cyclic phenomena in this case turned out to be most effective. The disadvantage is the need for a large training set to train the neural network. Such a set would allow to prepare a wide range of forecasts of energy from a wind farm. Too little data may result in not full restoration of the power curve of a wind farm. For summer and autumn a bit better was Model II prepared on selected data for individual seasons. For spring and winter the simplest Model I turned out to be slightly better than the Model II.

Fig.15. The accuracy of forecasts - the percentage of errors coming within + -5% of installed capacity

Fig.14. The accuracy of forecasts - the percentage of errors coming within + -2.5% of installed capacity

Conclusion

The long-term electrical and meteorological data from three years of wind farm operation (covering seasonality impact) were used to examine the forecast methods based on three different neural network models.

The analysis of measuring data confirmed the impact of the seasons, and thus the impact of cyclical changes on the energy production volume. The changes of wind speed and temperatures have a significant impact on the operation of the wind farm. The largest volume of energy production was recorded in autumn and winter. The smallest average energy production was registered in summer. Despite an insignificant increase in average wind speed in fall and winter, the average energy production changed noticeably, in the autumn there was an increase of 80%, and in winter, an increase of over 108% compared to summer in which production was the smallest.

Due to the seasonal changes of meteorological phenomena 3 models of neural networks optimized for the impact of seasonality on working wind farm have been proposed and compared. The third model was the best, but it need long-term data. At the of input of the model information about wind speed and the month for which the forecast energy production was carried out, has been given. Such incorporate cyclic phenomena in this case turned out to be most effective. The disadvantage is the need for a large training set to train the neural network. Such a set would allow to prepare a wide range of forecasts of energy from a wind farm. Too little data may result in not full restoration of the power curve of a wind farm. For summer and autumn a bit better was Model II prepared on selected data for individual seasons. For spring and winter the simplest Model I turned out to be slightly better than the Model II.
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