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of intelligent technological systems  

 
  
Abstract. The article presents a part of cyber-physical system for acquiring, processing and controlling from measurement data. The technology was 
based on, intelligent measurement sensors, internet of Things as a solution for Industry 4.0. The aspect raised in the article concerns data reduction 
and selection of an appropriate covariant in the modeling optimization of modeling faults by the Cox model for a specific mechanical system. 
 
Streszczenie. Artykuł przedstawia część cyber-fizycznego systemu do zbierania, przetwarzania i sterowania przy pomocy informacji pochodzącej z 
danych pomiarowych. Technologia ta została oparta na inteligentnych czujnikach pomiarowych z użyciem internetu rzeczy jako rozwiązania dla 
Przemysłu 4.0. Aspekt poruszony w pracy dotyczy redukcji danych i wyboru odpowiedniego kowariantu w optymalizacji modelowania usterek 
modelem Coxa dla konkretnego układu mechanicznego (Analiza danych wieloźródłowych do monitorowania i kontroli inteligentnych 
systemów technologicznych). 
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Introduction 
The article presents the results of research on the use of 

sensors for the analysis of industrial processes using 
dedicated measuring devices [1]. Advanced automation and 
control of production processes play a key role in 
enterprises. Technological equipment and production lines 
can be considered the heart of industrial production, while 
information technologies and control systems are its brains. 
They provide high flexibility, quick adaptation of production 
processes to changing market requirements, as well as 
safety and efficiency at optimal resource and energy costs. 

The presented concept of Cyber Intelligent Enterprise 
consists directly in the application of vision in the field of 
corporate systems and the Internet of Things (IoT). Tight 
integration of physical devices and business processes 
gives new opportunities and increases enterprise efficiency 
[2]. Cyberphysical production systems (CPPS) are based 
on the latest achievements in the field of information 
technology, electronics, information and communication 
technologies. There are many methods for solving 
optimization problems [3-22]. Autonomy, cooperation, 
optimization, integration of analytical approaches and 
simulations is related to the operation of sensor networks, 
large amounts of data as well as searching, analysis and 
interpretation of information, with particular emphasis on 
security aspects [23-25].  

 
Modeling survival times 

The reliability of equipment and components in the 
production process is a necessary condition for ensuring 
continuity of production. Predicting damage time gives you 
the ability to monitor the current degradation status of the 
device and improve the control planning process, 
preventive replacement of parts, warranty service or 
storage of spare parts in order to maintain production 
continuity and optimal production efficiency. One of the 
most popular models for determining the expected failure 
time is the Cox model. This model is a regressive survival 
analysis model. It allows you to calculate the probability of 
failure occurrence in a given time or average time of failure 
occurrence, etc. [26-29]. 
 The Cox model, proportional hazard is defined by the 
following terms. The survival function is called the function 
given by the formula: 

ܵሺݔሻ ൌ ܲሺܶ  ሻݔ ൌ 1 െ ሻ,ିݔሺܨ

ܨ െ lifetime distributor, ݂ െ lifetime density. It determines 
the probability that the object will live longer than the time ݔ. 
 
Description of the test stand 
 The testing fig consisted of a drive engine connected to 
the shaft by a claw clutch. The clutch in this case had 4 
claws. The shaft was placed in three bearing nodes using 
ball bearings. The drive system was misaligned by moving 
the middle bearing 5mm from the shaft axis. The testing rig 
scheme with measuring point was presented in the Fig. 1. 
 

 
Fig. 1. Testing rig scheme with measuring point 
 

Acceleration of vibrations was recorded on the first 
bearing node closest to the clutch. The piezoelectric sensor 
(Type PCB 356B08) mounted on the bearing housing in a 
vertical direction transverse to the shaft axis was used (Fig. 
1). The measurement was carried out with a sampling 
frequency of 50kHz using a measuring card (Type NI 9233) 
connected to a PC.  Damage consisting of 
overheating and displacement of the claw clutch due to 
misalignment of the system was recorded. The experiment 
was repeated 13 times. Vibration acceleration signal 
waveforms were recorded until the fault occurred. From 
signel were calculated parameters with a time interval of 
0.1s: kurtosis and root mean square (RMS), which were 
used as covariates in the model PHM. The duration of 
signals from the beginning of measurements to the time of 
occurrence of the fault is given in Table 1. 

Table 1. Duration of measurements until the fault occurs 

Nr 1 2 3 4 5 
,ݐ]  ଵ] [20;133] [20;159] [20;165] [80,111] [96;127]ݐ

Nr 6 7 8 9 10 
,ݐ]  ଵ] [75;106] [20,141] [25,164] [25,165] [82,113]ݐ

Nr 11 12 13 - - 
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Results and data analysis 
As a result, models were obtained for which the p-value 
values were approaching the required level of 0.05 but did 
not reach it. Models with one covariant were also tested and 
it was obtained that for the model with RMS covariant in the 
form of maximum values from 10-second intervals, the 
model turned out to be statistically significant. The model 
parameters are presented in table 3. 
 
Table 3. Statistics in the Cox model estimation process for one 
maximum from 10 sec RMS Covariant model. 

 Value St. error p-value 
 ோெௌ 51 18.4 0.017ߚ

 
After adding another fault to the model, the value of the p-
value parameter for the β_RMS coefficient decreased to p = 
0.0055. 

Based on Cox modeling, the RMS time course value 
was selected as a significant covariant. Then, based on the 
time signal analysis, 500 RMS covariate time series were 
generated. Each RMS sequence RMS ሼݔ௧ሽ௧ஹଵ was 
generated as follow: 

Three values from random variables with a Poisson 
distribution were generated. These values are responsible 
for changing the shape of the time series 

ܽଵ െ for ߣ ൌ 1500, 

ܽଶ െ for ߣ ൌ 1200, 

ܽଷ െ for ߣ ൌ 300, 

and ߙ with normal distribution ܰሺ0,0.005ሻ. 

Sequence ሼݔ௧ሽ௧ஹଵ is defined: 

௧ݔ ൌ 1	for		ଵ௧,ߦ  ݐ  ܽଵ, ߦଵ௧~	ܰሺ0,0.25ሻ 

௧ݔ ൌ ݐሺ|ߙ| െ ܽଵሻ  ܽଵ	ଶ௧, forߦ  ݐ  ܽଵ  ܽଶ, ߦଶ௧~	ܰሺ0,0.25ሻ 

௧ݔ ൌ ∑ ሺ݆|ߙ| െ ሺܽଵ  ܽଶሻሻ  ଷ௧ߦ
௧
ୀభାమ , for	ݐ  ܽଵ  ܽଶ, 
 ଷ௧~ܰሺ0,0.0025ሻߦ

The first part of the time series	ሼݔ௧ሽ௧ஹଵ until ܽଵ contains 
the values of random variables from a variable with a 
normal distribution. From ܽଵ  1 to ܽଵ  ܽଶ, values are 
generated as the sum of the trend plus a disruption with 
normal distribution, from ܽଵ  ܽଶ  1, the elements are 
generated as an integration of the one-degree deterministic 
trend plus a disruption with a normal distribution. 

Based on the generated RMS signals, the impact of the 
number of defects on the statistical significance of the Cox 
model with the RMS covariant was analyzed. 

The time of fault’s occurrence from the moment of 
measurements was from a dozen to several dozen 
seconds. RMS coefficient was determined every 0.1 sec. 
From the 500-element measurement sample of the time 
series of the RMS covariant, ݊ ൌ 5, ݊ ൌ 7, ݊ ൌ 8, ݊ ൌ 10,
݊ ൌ 12, ݊ ൌ 15	elemental samples were drawn 10,000 
times. The model was constructed from data containing 
values of the RMS coefficient in a given time period ݀ ൌ
	1sec, 2sec, 3sec, 5sec, 10sec, 12,5sec, 15sec, 17,5sec, 
20sec, 22,5sec, 25sec. 
The following covariant were tested: 

 maximum in the time period 
 mean in the time period 
 median in the time period 
 minimum in the time period 
From the covariants calculated in the above manner, 

Cox models of the time of fault occurrence were created. 
The draw was repeated 10,000 times and the percentage of 
models (Monte Carlo method) was calculated for which the 

parameter at the covariance turned out to be statistically 
significant.  

 
Maximum in time period: 
Table 4. Values of parameters obtained as a result of estimation for 
different lengths of the time interval ݀ ൌ 1sec, ݀ ൌ2sec, …, 
݀ ൌ25sec, and sample size ݊. For the covariate being the 
maximum value of the RMS parameter in the time interval ݀ and 
sample size ݊. 

݊ 
݀ symbol 7 8 10 12 15 

1 

 %97,6 %84,4 %55,1 %15,8 %2,9 

ܵ 28722,04 17605,76 5439,14 971,36 164,43 

ܾ 842,44 674,18 389,86 215,78 139,57 

5 

 %99,8 %95,0 %73,8 %26,2 %5,8 

ܵ 12617,12 5646,65 707,09 76,57 30,93 

ܾ 399,94 265,50 134,00 103,12 93,06 

10 

 %99,9 %96,8 %78,9 %29,0 %6,4 

ܵ 2889,37 503,49 48,40 30,28 23,71 

ܾ 142,34 98,14 78,95 74,60 70,81 

15 

 %99,7 %94,9 %73,5 %23,3 %5,0 

ܵ 356,99 44,47 31,48 25,72 20,88 

ܾ 81,07 69,93 64,49 61,66 59,54 

20 

 98,5 87,1 %57,1 %14,8 %2,7 

ܵ 66,28 37,04 28,45 23,61 19,59 

ܾ 62,57 58,12 55,06 53,01 51,70 

25 

 %96,2 %79,9 %47,9 %10,4 %1,6 

ܵ 55,12 35,85 27,39 23,16 19,14 

ܾ 55,93 53,95 51,06 49,57 48,16 
 െ percentage number of models significant for the generated 
݊‐element samples, ∑ܵ െ sum of parameter estimation errors at 
the covariant, ܾ െ average value of the parameter at the 
covariant. 
 
Mean in the time period: 
Table 5. Values of parameters obtained as a result of estimation for 
different lengths of the time interval ݀ ൌ 1sec, ݀ ൌ2sec,, ݀ ൌ25sec, 
and sample size ݊. For the covariate being the mean value of the 
RMS parameter in the time interval ݀ and sample size ݊. 
 ݊ 
݀ symbol 7 8 10 12 15 

1 

%97,5 %83,4 %56,6 %17,4 %3,2 

ܵ 28395,56 16878,22 4763,12 1035,78 109,99

ܾ 826,34 640,32 359,71 211,39 139,93

5 

%99,9 %95,1 %75,4 %27,1 %5,5 

ܵ 12257,01 5305,36 694,74 45,58 29,79 

ܾ 380,51 261,51 132,74 101,45 90,70 

10 

%99,9 %98,0 %85,3 %34,4 %8,3 

ܵ 2362,94 670,85 34,41 27,03 21,36 

ܾ 130,69 97,83 73,48 69,43 65,84 

15 

%99,3 %95,1 %80,0 %32,0 %8,5 

ܵ 230,33 75,16 26,43 22,13 18,10 

ܾ 71,37 63,24 57,01 55,11 52,87 

20 

%92,0 %78,8 %58,3 %21,3 %5,3 

ܵ 36,87 28,99 22,26 18,89 15,74 

ܾ 51,22 47,58 44,00 42,57 40,84 

25 

%76,4 %57,1 %38,2 %12,6 %2,9 

ܵ 32,60 27,04 21,47 18,25 15,43 

ܾ 43,86 40,97 38,02 36,39 35,33 
 െpercentage number of models significant for the generated 
݊‐element samples, ∑ܵ െ sum of parameter estimation errors at 
the covariant, ܾ െ average value of the parameter at the 
covariant. 
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Median in the time period: 
Table 6. Values of parameters obtained as a result of estimation for 
different lengths of the time interval ݀ ൌ 1sec, ݀ ൌ2sec,, ݀ ൌ25sec, 
and sample size ݊. For the covariate being the median value of the 
RMS parameter in the time interval ݀ and sample size ݊. 
 ݊ 
݀ symbol 7 8 10 12 15 

1 

 %97,6 %84,2 %55,9 %16,4 %2,7 

ܵ 28173,35 16953,89 4948,76 831,37 120,51 

ܾ 822,37 660,49 359,16 205,21 141,23 

5 

 %99,8 %96,0 %76,6 %27,7 %5,8 

ܵ 12406,37 5204,29 516,51 60,45 29,18 

ܾ 384,31 251,94 126,67 99,48 89,20 

10 

 %99,9 %97,9 %84,9 %34,5 %8,4 

ܵ 2373,74 586,78 34,07 26,70 21,18 

ܾ 129,78 93,60 72,9 68,42 65,12 

15 

 %99,2 %94,7 %78,9 %32,3 %8,7 

ܵ 238,32 35,83 26,25 21,61 17,84 

ܾ 71,59 61,43 56,31 53,88 52,04 

20 

 91,32 %77,3 %57,1 %20,3 %5,3 

ܵ 44,44 27,88 21,70 18,39 15,41 

ܾ 49,74 45,60 42,62 41,11 39,64 

25 

 %70,2 %50,8 %33,1 %10,6 %2,7 

ܵ 31,09 25,89 20,53 17,61 14,92 

ܾ 40,62416 37,83 35,24 33,95 32,78 
 െpercentage number of models significant for the generated 
݊‐element samples, ∑ܵ െ sum of parameter estimation errors at 
the covariant, ܾ െ average value of the parameter at the 
covariant. 

Minimum in the time period 
Tabela 7. Values of parameters obtained as a result of estimation 
for different lengths of the time interval ݀ ൌ 1sec, ݀ ൌ2sec,, 
݀ ൌ25sec, and sample size ݊. For the covariate being the minimum 
value of the RMS parameter in the time interval ݀ and sample size 
݊. 
 ݊ 
݀ 7 8 10 12 15 

1 

 %97,8 %83,1 %55,4 %16,2 %2,6 

ܵ 27378,31 16301,92 4226,90 862,48 81,63 

ܾ 820,58 642,22 339,53 206,04 138,31 

5 

 %99,8 %97,1 %82,1 %31,8 %7,1 

ܵ 9,899e+03 3,630e+03 522,38 39,15 26,16 

ܾ 326,96 214,15 115,07 88,61 81,58 

10 

 %99,5 %96,7 %85,7 %40,7 %11,7 

ܵ 1,828e+03 392,10 26,71 20,86 17,01 

ܾ 109,51 74,43 58,76 54,78 52,67 

15 

 %90,1 %76,9 %59,2 %26,6 %8,3 

ܵ 153,95 25,65 19,49 16,46 13,71 

ܾ 49,31 42,77 39,35 37,55 36,08 

20 

 %45,3 %30,5 %20,0 %7,8 %2,5 

ܵ 23,87 20,24 16,07 13,80 11,70 

ܾ 27,38 25,39 23,56 22,27 21,73 

25 

 %9,3 %5,9 %3,7 %1,4 %0,4 

ܵ 22,7 19,32 15,68 13,58 11,54 

ܾ 17,89 16,26 15,09 14,48 13,74 
 െpercentage number of models significant for the generated 
݊‐element samples, ∑ܵ െ sum of parameter estimation errors at 
the covariant, ܾ െ average value of the parameter at the 
covariant. 
 

Tables 4-7 present the results of the experiment. The 
average value of the coefficient for the covariance ܾ, the 
sum of standard errors of all models ∑ܵ, and the 

percentage of models with a significant parameter at the 
covariate,  depending on the covariate are presented. 

The relationships obtained in Tables 4-7 are shown in 
Fig 2-5. Graphs of the percentage of significant models for 
covariants, respectively, median, average value, maximum 
and minimum RMS in the time period ݀ ൌ 1 sek, 2 sec, 
	3	sec, 5 sec, 6 sec, 8 sec, 10 sec, 12,5 sec, 15 sec, 17,5 
sec, 20 sec, 22,5 sec, 25 sec. On each graph a different 
curve showing the percentage of significant models for n-
element samples in time interval of length d in seconds (x 
axis). 

 

 
Fig 2. Graph of the percentage of significant models depending on 
the averaging time ݀ for various numbers of measurement samples 
݊ for the covariate being the average value of the RMS value over 
the time interval ݀.  

 
Fig 3. Graph of the percentage of significant models depending on 
the averaging time ݀ for various numbers of measurement samples 
݊ for the covariate being the maximum value of the RMS value over 
the time interval ݀. 

 
Fig 4. Graph of the percentage of significant models depending on 
the averaging time ݀ for various numbers of measurement samples 
݊ for the covariate being the minimum value of the RMS value over 
the time interval ݀. 
 
Conclusion 

The article deals with the problem of selection of 
covariants in the Cox model and data reduction in order to 
optimize the quality of obtained models. The analysis was 
carried out on data from an experiment consisting in the 
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introduction of a fault in the mechanical system of shaft 
alignment of the clutch. Based on the received data, 
statistically significant covariates were determined, and 500-
damage simulations were performed. Based on the 
generated RMS time series data, the impact of the time 
window length of data reduction and the type of covariant on 
the quality of the model was tested. For each covariate, the 
maximum percentage of significant models can be observed 
depending on the length of the time window. Optimal values 
are obtained for a time window between 10 and 12 second.  
 

 
Fig 5. Graph of the percentage of significant models depending on 
the averaging time ݀ for various numbers of measurement samples 
݊ for the covariate being the median value of the RMS value over 
the time interval ݀. 
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