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Visualization of bronze material structure in virtual reality 
 
 

Abstract. This experimental study aims to design and apply procedures for visualizing a real object in a virtual reality environment. 3D 
reconstruction of the object by photogrammetry is the basis for further procedures of working with the 3D model. Attention is focused primarily on 
working with the bronze material and structure of the object. The experiment aims to achieve a high level of image quality in virtual reality. The text 
describes the characteristic properties of the material and structure, which is the subject of separate image processing in a digital 3D model. 
Furthermore, procedures for further processing the 3D model and modification of its attributes for export and import between the individual software 
used in this experiment are designed and applied. The 2D and 3D graphics methods are used for the final visual appearance of the object in virtual 
reality and tools for creating the original material of the real object. 
 
Streszczenie. To eksperymentalne badanie ma na celu zaprojektowanie i zastosowanie procedur wizualizacji rzeczywistego obiektu w środowisku 
wirtualnej rzeczywistości. Rekonstrukcja obiektu 3D metodą fotogrametrii jest podstawą do dalszych procedur pracy z modelem 3D. Uwaga 
skupiona jest przede wszystkim na pracy z brązem i strukturą przedmiotu. Eksperyment ma na celu osiągnięcie wysokiego poziomu jakości obrazu 
w wirtualnej rzeczywistości. Tekst opisuje charakterystyczne właściwości materiału i struktury, która jest przedmiotem odrębnej obróbki obrazu w 
cyfrowym modelu 3D. Ponadto opracowano i zastosowano procedury dalszego przetwarzania modelu 3D i modyfikacji jego atrybutów w celu 
eksportu i importu pomiędzy poszczególnymi programami używanymi w tym eksperymencie. Metody graficzne 2D i 3D służą do ostatecznego 
wyglądu wizualnego obiektu w wirtualnej rzeczywistości oraz narzędzia do tworzenia oryginalnego materiału obiektu rzeczywistego. (Wizualizacja 
struktury materiału z brązu w wirtualnej rzeczywistości) 
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Introduction 
 Virtual reality (VR) technology is a progressive trend 
Today. Virtual reality is already widely used Today. [1, 2, 3] 
The gaming industry significantly influences the 
development and rapid rise of this technology. [4, 5] Today, 
this technology (VR) is affordable to the general public. 
Virtual reality is now being used and widely used in 
commercial fields. [6, 7, 8] Examples are virtual galleries, 
advertising industry, marketing, utility graphics, retail, 
architecture, design, or industry 4.0. [8, 9,] The real estate 
market uses virtual reality to present real estate. Today, a 
virtual visit to company premises or buildings is a standard 
part of the promotional strategy of companies and public 
institutions. However, virtual reality also finds its place in the 
field of science. Currently, efforts to apply this technology 
(VR) can also be found in many scientific fields. In social 
sciences, studies of human behavior in various simulated 
situations and their reactions to them can be found. In 
archeology, it is possible to create an environment of 
historical realities. [5] With the help of virtual reality, one can 
easily immerse oneself in the historical VR environment. 
The virtual environment can also be used in medicine to 
stimulate and train medical operations. [10, 11] Virtual 
reality technology is also used in agriculture, environmental 
sciences, and the agricultural industry. [12] 
 The issues of computer vision, computer graphics, 3D 
modelling, and image processing processes are also 
closely related to creating virtual reality and creating a 
virtual environment. [13, 14] VR environment can be entirely 
created using 2D / 3D graphics and animation software 
(SW). The virtual environment created in this way can be 
very close to displaying natural objects and the actual 
environment in one's life. However, these do not capture 
real-life processes, situations, scenes, or objects. In VR 
capturing a real space or object is currently possible almost 
immediately. Many interior and exterior scanning devices 
are available for this purpose. [15, 16] Many of these 
devices have tools for displaying a VR scene already during 
the shooting process of the scene. However, these tools do 
not address the issue of reproducing a real object in a VR 
environment. In particular, it is accurate to capture in three-
dimensional space and the quality of reproduction of the 

structure and material of the object. Various devices and 
procedures are used today to capture an object to transform 
the object into a virtual environment. Laser handheld 3D 
scanners are one of the ways to convert an object into a 3D 
digital form. However, these devices are costly. [15] The 
solution for the realization of a 3D digital model of a real 
object is the method of photogrammetry (SFM - Structure 
From Motion). [17] This method is called low-cost because 
it can use any camera. However, the disadvantage is the 
higher time required for image capture and processing. 
 The method of terrestrial image photogrammetry and its 
possibilities of use for digital 3D reconstruction of a real 
object has already been expressly described. [18, 19] The 
experiment described in this paper uses the acquired 
knowledge and follows up on the experiment of 
transforming an actual 3D model into a VR environment. 
The object is a bronze statue of a beast, which in the 
previous experiment was the object for 3D modelling by 
multi-image ground photogrammetry. [17, 20] This item is 
made of bronze, and the surface of the material 
complements the structure of walnut shells. The surface of 
the bronze statue is variable in terms of optical and physical 
properties. The statue's surface changes mainly due to the 
impact of light on the bronze surface of the statue. 
This article aims to describe the work with the material and 
structure of the object in more detail. The purpose is a 
faithful reproduction of the material and structure of the 
subject [21] in the VR environment. The text describes the 
work with individual 3D models and their transformation into 
the VR environment. Furthermore, attention is focused on 
working with image data of the material and structure of the 
object and procedures for implementation in VR.  
 
The material and structure of the object 
 The object for 3D reconstruction and subsequent 
transformation into a VR environment was a bronze statue 
of a beast, the author of which is the academic sculptor 
Michal Gabriel. [20] The first model of the sculpture was 
made of clay and then from plaster cast using a plaster, the 
so-called lost mold. With this casting method, the clay 
statue is destroyed, and the plaster mold as well. The 
plaster model of the sculpture remains. This model is used 
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to create a high-quality detachable silicone-laminate mold. 
A light and easy-to-store silicone-laminate model is cast 
from this mold, entirely replacing the plaster model. The 
mold is removed from this casting by a casting process. 
Then the individual parts of the sculpture are cast into the 
wax. The wax is formed into a disposable clay mold and 
cast into bronze. The individual bronze parts are welded, 
and the surface of the finished bronze statue is finished. 
The sculpture is finally made up of several connected parts. 
This text describes the process of pictorial material of the 
final form of the statue and its bronze form with a structure 
created by walnuts. 
 As mentioned above, the sculpture was modeled in 3D 
using ground multi-image photogrammetry. For this 
purpose, 200 photographs of the statue were taken and 
used. The statue was converted into a basic 3D model of 
point clouds and a polygonal network. Then the primary 
form of the object material texture was created. This 
procedure is shown in Figure 1. [17] 
 

a)           b) 

  
c)           d) 

  
 

Fig. 1. a) Object photography for 3D modelling b) 3D model of the 
object in the form of a dense cloud c) Polygonal network 3D model 
Wireframe d) Basic texture of the 3D model 
 

 Figure 1 shows the basic reconstruction process of a 
real object into a 3D digital form. Figure 1a) shows an 
actual photograph of an object from a series of 200 
photographs that were added for the modeling process. 
Figure 1b) basic 3D model of Dense cloud, from which the 
polygonal network was constructed and then the primary 
form of the texture of the object material, as shown in 
Figure 1c) and d). From these fundamental processes of 
image processing of the object into 3D form, other 
processes of the final output model can be created for the 
desired purpose of its use. The purpose of using the 3D 
model also defines other procedures that differ for individual 
outputs in further image processing of the reconstructed 3D 
model. 
 In this experiment, the goal is to reproduce a real object 
in a virtual reality environment. In particular, visualize the 
material and structure of the object in the VR environment 
in the required quality and the most accurate visualization in 
the virtual environment for users. The next chapter 
describes processing individual types of 3D models for the 
transfer and display of a real object in VR. Emphasis is 
placed mainly on the processing and visualization of the 
textural material of the bronze sculpture. 

Creating a 3D model of an object and its texture 
The resulting quality of the 3D model and its attributes 

affect, in particular, the procedures described in the 
previous chapter. That is the number of individual points in 
the 3D Dense cloud model, from which a polygonal network 
is subsequently generated. For both of the mentioned 3D 
models, the elements can be supplemented or removed for 
a qualitatively better future visible result. Table 1 contains 
the essential attributes from which the future final visual 
model output of the reconstructed object and the 
representation of its material structure are derived. 

 
Table 1. Basic attributes for creating a 3D model 

BASIC POINT CLOUD 
Points 245,910 
Point colors 3 bands/uint8 

Key point limit 40,000 
Key point limit per Mpx 1,000 

Processing time 8 min. 23 sec. 

DEPTH MAPS 
Count  200 
Quality Medium 

Filtering mode Disabled  

DENSE CLOUD  
Points 9,852,929 

Point colors 3 bands/uint8 
Quality Medium 

Filtering mode Disabled 
Processing time 15 min. 41 sec. 

 
Table 1 contains three steps based on using a series of 

200 photos uploaded to the Agisoft Metashape Professional 
3D modeling software. [22] A base point cloud was 
generated from a series of photographs. Each point in the 
cloud is a carrier of information about position, geometry, 
and color. A 3D model Dense cloud is generated from this 
basic cloud, which already characterizes and specifies the 
object in the future 3D model. 

The following Table 2 then lists the characteristics of the 
generated 3D models that need to be created for the 
required final output in virtual reality. The 3D model 1 
Wireframe was subsequently duplicated and its attributes 
modified to create the 3D model 2 Texture, which generated 
and characterized the texture of the 3D model from the 
original images. 

 
Table 2. Attributes of generated 3D models 

3D MODEL 1 / WIREFRAME 
Faces 121,331  

Vertices 61,113 
Vertex colors 3 bands/uint8 

Quality  Medium 
Filtering mode Disable 

Max. neighbors 40 
Source data Dense cloud 

Surface type Arbitrary 
Interpolation Enable 

3D MODEL 2 / TEXTURE 
Faces 100,000  

Vertices 50,421 
Texture 4,096 x 4,096 / 4 bands/ uint8 

Quality Medium 
Mapping mode Generic 

Blanding mode Mosaic 
Texture size 4,096 
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Table 2 presents the attributes of the following two 3D 
models that need to be generated to apply the object and its 
structure to the VR environment. The Wireframe model 
consists of polygonal networks and is created as a fixed 
model by connecting and interconnecting points to form a 
Dense cloud. This 3D model must be duplicated. By 
modifying the attributes during the subsequent generation 
of the texture model, we obtain the desired result in the 
form of a texture model. The process of generating 3D 
models is summarized in the following graphic diagram, 
shown in Figure 2. 

 

 
 
Fig.2. Process of creating 3D models to generate an object texture 

 

The next step in transforming a real object into a virtual 
environment is the export of both created 3D models. In this 
step, the emphasis is mainly on exporting the created 
texture, which is the visual essence of the texture material 
transferred to the VR. Figure 3 shows the visual 
appearance of the exported 3D model types.  

 
a)           b) 

    
c)           d) 

   
e)           f) 

   
 
Fig.3. Export of 3D models for application to VR environment: a) 
solid 3D model generated on the basis of polygonal network and 
points b) 3D model Wireframe c) detail of 3D model Wireframe d) 
detail of 3D model in points e) component of exported texture for 
fixed 3D model f) exported texture component in color attributes for 
application to a solid 3D model  

 Although it is possible to export the texture model 
comprehensively, it is not suitable for application to the VR 
environment creation software used in this experiment. It 
was, therefore, necessary to create two independent 3D 
models. The solid 3D model reflects all the information in 
the individual points from which the model was generated. 
That model contains a polygonal network. The textured 3D 
model was exported in 2D form. This model is used to 
occlude the first 3D model. The textured form shown in 
Figures 3e) and f) thus visually complements the 
information contained in the 3D solid model. The properties 
of this model are shown in Figures 3a) -d). 3D models are 
ready for further procedures in the visualization of the 
reconstructed real object and its material structure in a 
virtual environment. This image processing process is the 
subject of the following chapter. 
 
Application of 3D models in the VR environment 
 Unity software was used to visualize the bronze statue. 
[23] This SW makes it possible to create 3D environments 
and objects for subsequent virtualization. It is a freely 
available software with many tools and possibilities for 
commercial purposes. 
 This practical experiment aims to transform a real 
bronze object, including its material structure. Therefore, in 
the SW were models processed in the assets of Model and 
Material with the generated underlying 3D models. The 
object folder was defined as Prefabs for the use and 
visualization of a 3D solid model (exported in .obj format) in 
individual visual forms. The generated 2D textures (in .jpg 
format) of the 3D texture model were components in the 
SW as applied as a different material used for individual 
prefabricated parts. The difference in the application and 
processing of both generated 3D models visually is 
represented in Figure 4. 

 
a)                b) 

   
c) 

 
d)      e)         f) 

     
 
Fig.4. Process of processing 3D models in SW Unity: a) solid 
shadow 3D model b) Wireframe 3D model c) Content of 3D solid 
model components d) 2D component texture e) 2D component 
material f) assembly of components a) and e) in the form of 
material applied to 3D solid model 

 
Figure 5 shows why it is necessary to primarily create 

two different 3D models for processing in the SW. The 
individual components of the created 3D model are 
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combined in the last step. Finally, a 3D model will be 
created to have a visual appearance of bronze material with 
a structure that has an authentic bronze statue. The image 
processing for the visual effect of the reconstructed object 
in VR and especially its material in SW Unity is shown in 
Figure 5. 

 
a)           b) 

   
c) 

 
d) 

 
 
Fig.5. a) solid 3D model b) Wireframe 3D model with material 
texture c) representation of the 3D model with the texture in VR d) 
detail of material texture 

 
Figures 5a) and b) show a solid model and a model with 

a material texture in a polygonal network. Figure 5c) shows 
the environment of the final visualization of the bronze 
sculpture material in VR. Figure 5d) shows a visual detail of 
the reconstructed fundamental material structure of the 
bronze statue in a virtual environment. The summary of the 
whole process of image processing and transformation of a 
real object into a VR environment is shown in Figure 6. 

 

 
 
Fig.6. The process of image processing of the material structure of 
a 3D reconstructed bronze sculpture for application in a VR 
environment 
  

 The overall appearance of the material structure in VR 
can also be influenced by working with light in 3D modelling 
software. The only spotlight was used in this experiment. 
The process of working with light and other attributes can 
affect the shadow and gloss of the material according to the 
user's position nested in the virtual environment and 
connection with the background of the VR environment. 
 
Conclusion 
 Virtual reality technology currently offers extensive 
possibilities across commercial and scientific fields. Today, 
VR technologies are fully used in education, training, and 
coaching. It is potentially may be used in material properties 
simulation in many fields. The gaming industry is of great 
importance for the availability and rapid development of VR. 
There have also been incredible speeds and the dynamic 
development of digital technologies, the image processing 
process, computer vision, and computer graphics. In 
particular, the quality of image information transmission is 
now at a very high level. High-quality scanning devices, 
software for image processing, and the possibility of 
transforming data into VR environments are available to the 
general public today. This data display technology thus 
offers many challenges in scientific disciplines, especially in 
the field of transformation of the natural environment or 
objects to transfer the image data captured from the real 
object, including its material structure, as faithfully as 
possible. That topic had the subject and goal of this 
experiment which attention was focused on the material of a 
bronze structured object. That aim was the image 
processing of the material to display in the VR environment 
as close as possible to the original sculpture, which became 
the subject of 3D reconstruction. 
 This experiment is a follow-up to the previous work 
dealing with the reconstruction of a bronze object into a 3D 
model using the method of photogrammetry (SFM - 
Structure From Motion). In the case of multi-image ground 
photogrammetry, which was used in the experiment, it is a 
low-cost method for the 3D reconstruction of the object. 
This experiment was based on the results of a 3D 
reconstruction of a bronze statue. The goals and the use of 
the 3D model of the reconstructed object, another way of 
processing the attributes of the image 3D models, then 
takes place. This experiment concerns the work with the 
bronze structure of the building and the aim of faithful 
reproduction in the VR environment. The bronze material 
with a walnut structure exhibits optical and physical 
properties, which presuppose a higher degree of complexity 
in processing image data of the material. 
 To apply and display the 3D model, including its original 
structure, it was necessary to create two 3D models. The 
first 3D model was created from the basic Wireframe model. 
It contains a polygonal network that connects the created 
point cloud into a solid 3D model. These were contained in 
the clouds points as information carriers about their 
location. Especially about the color, which in the overall 
context tells about the color and texture of the object. 
However, it was impossible to immediately apply the texture 
model to software designed to create a VR environment. 
The reason is the processing of the image component. 
Therefore, the image data of object material texture had to 
be processed separately. Therefore, the primary 3D model 
was duplicated, and then a custom 3D texture model was 
created from this model, as shown in Figure 6. This point 
proved crucial and critical in the whole image processing of 
the fundamental object structure in this experiment. Table 2 
shows the different attribute values of the two models. 
These are mainly the attributes of Faces and Vertices, 
which define the properties of the polygonal network. As 
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can be seen from Table 2, the Wireframe 3D model 
contains 121,333 Faces and 61,113 Vertices. These 
attributes are defined at a lower value for a texture model 
generated from a duplicate 3D Wireframe model. The 3D 
texture model contains 100,000 faces and 61,113 vertices. 
Modifying the attributes was crucial for the generation and 
further steps of processing the image data of textures and 
their export to other graphics software to apply this created 
object model in the VR environment. Another essential 
element in processing the material structure image was the 
need to work with a 3D model exported in a 2D image. The 
structure was exported in two components, shown in 
Figures 4d) and e). It was necessary to create these 
different materials in SW Unity for the 3D application from 
two components. The material component thus created was 
applied to the primary 3D model. the final processing of 
material quality and structure for visualization in a VR 
environment is shown in Figures 5c) and d). 
 In conclusion, it can be concluded that the image 
processing of authentic materials and structures and their 
application to the VR environment offers a wide range of 
uses and applications across disciplines. The overall final 
appearance of structural materials and structure in the VR 
environment can be influenced by the work processing with 
light and shadows in connection with the observer 
embedded in the VR and thus create an authentic 
environment for the remote user. The use is offered, for 
example, in the virtual presentation of artwork. This is 
represented by the object selected for reconstruction. Using 
tools for applying physical phenomena in VR, we can work 
virtually with the material and its properties. It is possible to 
deform and reshape it in interaction with the user. That 
offers the possibility of use to simulate the deformation of 
materials under the laws of physics. Therefore, we can 
anticipate the rapid future development of VR technologies, 
their tools, and, in particular, their use across fields of 
human activity.  
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