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Random forest method to identify seepage in flood 
embankments 

 
 

Abstract. The paper presents research on the effectiveness of testing infiltration in flood embankments using electrical impedance tomography. The 
usefulness of the algorithm was verified and also the best results were checked. In order to test the reconstructive algorithms obtained during the 
research, images were generated based on simulation measurements. For this purpose, a special model of the embankment was built. In order to 
obtain feedback on the degree of infiltration in the flood embankment, prediction by means of the Random Forest method was used. 
 
Streszczenie. W artykule przedstawiono badania nad efektywnością badania infiltracji w wałach przeciwpowodziowych za pomocą elektrycznej 
tomografii impedancyjnej. Zweryfikowano przydatność algorytmu, a także sprawdzono najlepsze wyniki. W celu przetestowania uzyskanych w 
trakcie badań algorytmów rekonstrukcyjnych wygenerowano obrazy na podstawie pomiarów symulacyjnych. W tym celu zbudowano specjalny 
model wału przeciwpowodziowego. W celu uzyskania informacji zwrotnej o stopniu przesiąkania w wale przeciwpowodziowym zastosowano 
predykcję za pomocą metody Random Forest (Metoda drzew losowych do identyfikacji przesiąkania w wałach przeciwpowodziowych). 
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Introduction 
Tomographic imaging of objects provides a unique 

opportunity to discover the complexity of the structure 
without damaging the object. In many situations, there is a 
growing need for information about what is happening 
inside various objects. Therefore, observations should be 
carried out in a non-invasive way using tomographic 
apparatus. Conventional measuring instruments may not be 
suitable for such processes.  

Investigations to identify the problem of seepage or 
moisture inside flood embankments cannot be carried out 
by ordinary destructive methods. Non-destructive methods 
should be used for this purpose. One of such methods is 
the impedance tomography method, which works very well 
in this type of research. What is used here is the 
reconstruction of what is happening inside the examined 
area. It can be said that the task is to define a model in 
which the conductivity must be calculated from the x-signals 
from the individual electrodes. Finite elements are used for 
the calculations in this work [1-7]. Many different methods 
are used to solve optimisation problems [8-18]. The random 
forest method corresponding to the finite elements in the 
analysed field of view can be used for the reconstruction 
[19-20]. 
 
Classification tree 

In tomography, the task consists of reconstruction of the 
viewing area. In other words, the task is to define a model, 
where based on signals xϵR from electrodes, we should 
estimate a conductivity for the finite elements. The viewing 
area is created as a set of finite elements. Thus the 
reconstruction model can be defined as a set of 
classification trees corresponded to finite elements in the 
analysed viewing area. Let D={(x(i),yi):x(i)ϵRm,yiϵ{0,1},1≤i≤n} 
be the learning set for established finite element. For i-th 
observation,1≤i≤n the vector x(i)ϵRm  denotes the 
realisations of independent (input) variables, in tomography 
usually there are the signals obtained from the electrodes, 
whereas yiϵ{0,1} denotes the belonging to appropriate class 
to the conductivity. The tree-based method consists of 
partition (splitting) of the feature space into a set of 
separable regions and fitting constant values to appropriate 
regions. This method is straightforward and powerful. Below 

we consider a classification problem for response variable 
Y. Entire space of features Rm we split into S1,S2,…,Sk 
regions, where Si∩Sj=0 for 1≤i≠j≤k and S1∪S2∪…∪Sk=Rm. 
Based on input vector x ϵ R  we predict the output variable 
Y as follows 
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and constant ciϵR for 1≤j≤k denotes the mean value of 
response variable when the features belong to Sj region, i.e 
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Nj is a length of subsequence for which the features belong 
to Sj region. From (1) we see, that the main task of building 
the classification tree is splitting the entire space of features 
into separated regions [23-27]. 
 
Random Forest 

The decision trees have a high variance. One of the 
possible techniques to improve the predictions obtained 
from decision trees is bagging [28]. The main idea is to 
create an ensemble of decision trees based on several 
bootstrapped training sets (such a set of trees can be 
compared as a Concilium of independent experts). These 
training sets are chosen randomly with replacement from 
the data set and are used to train the decision trees. The 
variance is reduced by aggregating a set of predictions 
obtained from an ensemble (set) of trees. For classification 
trees, we take a majority vote (a class most often indicated) 
from the obtained predictions by each tree. The random 
forest is an extension of the bagging method [29], where for 
each tree, the training set contains a subset of predictors 
(features) that are randomly chosen from the complete set 
of predictors. Thus, we make an ensemble of random trees. 
A collection of random trees is called a random forest. This 
technique avoids the problem of selecting the dominant 
predictor in the split of space for each tree. As a result, the 
predictions obtained from trees with randomly selected 
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features are less correlated. It causes the prediction 
obtained from random forest (as average of the predictions 
obtained from a set of regression trees or majority vote from 
a set of classification trees) to be less variable and more 
reliable. The random forest usually is applied in the case 
where the set of predictors is large. 

 
Receiver Operating Characteristic (ROC) 

Below we analyse the model of the embankment, where 
the viewing area consists of kϵN finite elements. For each 
finite element, we determine the classification tree (1). 
Based on signal xϵRm obtained from electrodes, we 
estimate Pj(Y=1|X) probability that the j-finite element 
belong to the seepage area, 1≤j≤k. The reconstruction of 
viewing area is defined as a sequence 
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for the level lϵ(0,1). 
The basic terminology and coefficients describe the quality 
of recognition of the viewing area. We assume: the finite 
element does not belong to the seepage area, and we 
accept as a negative case (N) (elements belong to ground), 
while the finite elements are included in the seepage area, 
we accept as a positive case (P). To estimate the quality of 
reconstruction, we determine the values of the confusion 
matrix as follows: TP (True Positive) means the number of 
finite elements which properly belong to the seepage area, 
TN (True Negative) - the number of finite elements which 
correctly recognised as belonging to the background, FP 
(False Positive) - the number of finite elements belonging to 
the background and have been recognised as belonging to 
seepage area (false alarm), FN (False Negative) - the 
number of finite elements belonging to seepage area and 
have been recognised as background. The confusion matrix 
is presented as follows 
 
Table 1. The confusion matrix 

 Positive Negative 
Positive Prediction  TP FP 
Negative Prediction  FN TN 

 
To describe the quality of seepage detection of the 

viewing area based on classification tree (1) we calculate 
the classical characteristics (ratios) [21-22]. Accuracy 
represents the part of the visual area that the model 
correctly recognised. On the other hand, it is only one 
possible measure that presents the correctness of 
recognition. In EIT, the possibilities of seepage finding in 
the viewing area should also be described during 
reconstruction. To determine the ability, we determine the 
Receiver Operating Characteristic (ROC curve) curve [21-
22]. This curve shows the relationship between sensitivity 
and specificity during the reconstruction. The diagonal in 
the ROC curve describes a strategy based on guessing 
seepages into reconstruction. If the ROC is above the 
diagonal, the recognition technology is much better than 
guess. The area under the ROC curve in the literature is 
called AUC (Area under ROC curve) and is a measure of 
predictivity (predictability). In the EIT, the possibilities of 
seepage finding should also be described during 
recognition of the embankment state. To determine the 
ability of the classifier based on the application of the 
classification tree [21-22], we determine the Receiver 
Operating Characteristic (ROC curve) curve. This curve 
shows the relationship between sensitivity and specificity 
during the reconstruction. The diagonal of the square on the 
ROC curve describes a strategy based on guessing the 

seepages during the recognition. If the ROC is above the 
diagonal, it means that the recognition technique is much 
better than guess.  
 

 
Fig.1. Example 1 
 
Table 2. Confusion Matrix for example 1 

 Positive Negative 
Positive Prediction 2909 7 
Negative Prediction 20 6917 

 

 
Fig.2. Classifier evaluation for example 1 
 

 
Fig.3. Example 2 
 

Results 
The model of embankment contains 16 electrodes 

located on the outside. This model includes 9853 finite 
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elements. After obtaining the signal from electrodes (signal 
contains 96 measurements) the main aim consists in 
recognition of the seepage of flood embankment. A random 
forest of only 20 trees was constructed for each element. 
The results of the reconstruction and classifier evaluation 
are shown in Figures 1-9. 
 

 
Fig.4. Classifier evaluation for example 2 
 
Table 3. Confusion Matrix for example 2 

 Positive Negative 
Positive Prediction  1150 25 
Negative Prediction  27 8651 

 

 
Fig.5. Example 3 
 

 
Fig.6. Classifier evaluation for example 3 
 
Table 4. Confusion Matrix for example 3 

 Positive Negative 
Positive Prediction  915 167 
Negative Prediction  65 8706 

 

 
Fig.7. Classifier evaluation for example 4 
 

 
Fig.8. Example 4 
 

Table 5. Confusion Matrix for example 4 
 Positive Negative 

Positive Prediction 4474 47 
Negative Prediction 20 5312 

 

 
Fig.9. Example 5 
 
Table 6. Confusion Matrix for example 5 

 Positive Negative 
Positive Prediction 1876 122 
Negative Prediction 66 7789 
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Fig.10. Classifier evaluation for example 5 
 
Table 7. Evaluation metrices for examples 

 Ex. 1 Ex. 2 Ex. 3 Ex. 4 Ex. 5 
Accuracy 0.9973 0.9947 0.9765 0.9932 0.9809 
Sensitivity 0.9932 0.9771 0.9337 0.9955 0.9660 
Specificity 0.9990 0.9971 0.9812 0.9912 0.9846 

 
Conclusion 

The paper presents a method of leakage control in flood 
embankments. The Random Forest forecast was used to 
provide feedback on the extent of dike infiltration. The 
research on the effectiveness of the application of machine 
learning methods in electrical impedance tomography is 
presented. Verifying the suitability of the algorithm as well 
as checking the best results. Due to the high non-linearity of 
transformations accompanying the solution of the inverse 
problem, we believe that there is a high probability of 
success in the application of this type of algorithm. 
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