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Application of logit regression to the analysis of the state of the
flood embankment

Abstract. Non-destructive methods also include electrical impedance tomography, in which electrical measurements are made. This method, thanks
to the measuring device used and the implemented algorithms, allows for a non-invasive spatial determination of the degree of moisture. The article
presents the problem of identifying flood protection by means of image reconstruction in electrical impedance tomography (EIT). Reconstruction in
EIT concerns the performance of a series of measurements using multiple sensors as well as image reconstruction. The reconstruction of the image
allows the presentation of various inclusions in the examined object. Logit regression was used to determine the inclusions in the analyzed area.
Additionally, the elasticnet method was used to select predictors in logit regression. The results of research on the development of an effective and
non-invasive method of flood embankment detection were prepared.

Streszczenie. Do metod nieniszczacych zalicza sie réwniez elektryczng tomografie impedancyjng, w ktérej wykonuje sie pomiary elektryczne.
Metoda ta, dzieki zastosowanemu urzgdzeniu pomiarowemu oraz zaimplementowanym algorytmom, pozwala na bezinwazyjne przestrzenne
okredlenie stopnia zawilgocenia. W artykule zostat przedstawiony problem identyfikacji przesigkania watéw przeciwpowodziowych za pomocg
rekonstrukcji obrazu w elektrycznej tomografii impedancyjnej (EIT). Rekonstrukcja w EIT dotyczy wykonania szeregu pomiaréw przy uzyciu wielu
czujnikow jak i rekonstrukcji obrazu. Z rekonstrukcji obrazu pozwala na przedstawienie réznych wtrgceri w badanym obiekcie. Do okreslenia wtrgcen
w analizowanym obszarze zastosowano regresje logit. Dodatkowo do wyboru predyktorow w regresji logit zastosowano metode elasticnet.
Opracowano wyniki badan nad opracowaniem skutecznej i nieinwazyjnej metody detekcji watow przeciwpowodziowych (Zastosowanie regresji

logitowej do analizy stanu wafu przeciwpowodziowego).
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Introduction

In order to be able to identify seepage in embankments,
the measurement method must first be selected. Only
measurement methods that will not damage the structure
can be used for the study of flood embankments. Therefore,
non-destructive measurements should be used in this case.
In addition, areas with seepage should be determined
visually by measuring the dike area. Taking these
conditions into consideration, the Electrical Impedance
Tomography method was chosen for this purpose. There
are many methods of solving optimization problems that are
part of a specific system [1-11]. In tomography,
deterministic methods and machine learning are used to
solve the inverse problem [12-18].

Electrical impedance tomography is a non-destructive
method for creating image reconstructions in various
application areas (e.g. [19-22]. The primary purpose of
using tomography is image reconstruction. Image
reconstruction is directly related to solving the inverse
problem. Moreover, here, there is a problem that some of
the signals coming from the electrodes are correlated,
which introduces the problem of collinearity [23]. In this
case, the Gauss-Markov theorem cannot be applied to
determine unknown linear parameters does not give
satisfactory results. To overcome the above problem,
singular value decomposition, LARS [24,25], regularisation
methods (such as Tikhonov regularisation, total variation,
least angle regression, regularisation sparse, see, e.g. [26-
28] are usually used. [29,25]) or a neural network [30].

In order to recognise infiltration in the embankment, the
imaging domain was modelled as a mesh that consists of a
set of finite elements. For each finite element, a model was
created that shows the relationship between the signal
obtained from the electrodes and the conductivity. In the
analysed case, conductivity other than background was
related to the water concentration. The main goal is to
recognise the location of the flooded embankment. The
obtained results can be used as a preliminary resolution for
image reconstruction. The paper proposes logit regression

to solve the inverse problem in electrical
tomography.

Areas with a high probability of inclusion are determined
based on measurements obtained from transducers placed
on the border of the imaging area. By determining the cutoff
level of the probability level, we can create a classifier that
helps separate the background from the inclusions.
Additionally, by changing the required level of probability,
we can improve the accuracy of imaging. To overcome the
problem of collinearity of measurements, the elastic net
methods were used. These models allowed the
computation of non-background conductivity probabilities
for each of the finite elements. Based on this approach, the
resolution in the imaging domain was determined, and thus
the mesh was reconstructed. Additionally, the resolution of
the imaging domain depends on a classification level that
delimits the occurrence of non-background conductivity. By
analysing the ROC [31,32] for each finite element, the
classification level was determined (as the limit probability
of filtration conductivity).

impedance

Methods

Let D = {(x;,y:):x; € R™,y; € {0,1},1 < i < n) denote the
learning data set. Then the elements of the sequence
{xi}1<isn belong to two classes. Class membership is
represented based on ye{0,1} for 1<isn. For the
identification of inclusions in the described problem, yi=1 is
assumed for each finite element. If the finite element does
not have an inclusion, yi=0 is assumed. Observing the
signal obtained from the sensors x, xeR™, classify the
existence of inclusion for each finite element. Logit
regression was used to construct the classifier f: Rm
—{0,1}).

Let (Q,F,P) be a probabilistic space and Y a random
variable with a discrete distribution, where Y: Q—{0,1}.
Then, the logit regression describes the dependent variable
Y's realisation probability distribution based on the
independent variables XeR™.

The odds are the ratio of the probability of success to
the probability of failure
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P(Y=1|X)

(1) 0(X) = 1—P(Y=1[X)

The logistic regression task (see e.g. [19-21] is to
estimate the probability of success P(Y=1|X) based on the
realisation X, and we assume

2 P =1[X)=pX)

Since the probability of success p(X)e (0,1), so the
formula implies that the chance 6(X) €(0,0).

On logistic regression, we analyse the linear
dependence of the logarithm of chance on the independent
variables X. For this purpose, we consider the relationship
defined by the equation

_ pX) ) _
@  mlX)=ln (1_p o) =X +e
where ¢ is a random variable with a normal distribution
N(0 ?) and B=( B1, B, ... Bm) € R™. If there is a free word in
the models, then the column corresponding to the free word
consists of ones in the matrix X.
The formula gives the necessary condition for the existence
of an extremum

@  35(8) =0 and
® B =xT2(p)

V1 — P(ﬁ'x(l))
z(B) = I[yz - P(.B:x(z))l

lyn — p(B, x(n))J

The matrix of second derivatives is negatively defined.

©)5paz7 B) = = Eiea ¥ xihy(B) = ~XTZ(B)X

05, gy =0

and

0%1(B)
8 _—
® 0B ;0B

Yiea xixap (B, x@) (1 — p(B, xw)))

We estimate the values of the § parameters iteratively.
To determine the estimators of the unknown parameters we
use the Newton-Raphson algorithm, where in step k+1 the
values of the estimators of the parameters 3 are calculated
using the formula

2 -1
©) Bss = Be = (55557 BY) 35 (B0

In the results, highly correlated data are often obtained. For
this reason, the elastic net method [22] was used, which is
one of the regularisation methods ( a combination of
LASSO and ridge regression called Tikhonov regularisation.
By imposing a penalty on large parameter values, the
estimators are pulled towards zero. Consequently, we
obtain a reduction in the variance of the estimators and an
improvement in prediction quality. Linear regression
parameters are determined by solving the task

(10) mlgx{Z?'zl(yix(i)ﬁ —n(1+
e*0F)) — AP, (B)}

where A>0, 0<a<1 and P, is the penalty given by the
formula

(17) Pa(B) = allBlly, + =181, =
?:1 (alﬁjl + 1_70631'2)

The penalty Pa(B) is the linear combination of the norms
of the vector of B estimators in L1 and L, spaces. Thus, for a
=0 we have ridge regression, while for “a =1 we have
LASSO.

Results

A shaft model with 32 point electrodes was built. This
model consists of 9805 triangular finite elements, 2818
nodes. After obtaining the signal from the electrodes, the
main objective is to reproduce the water seepage in the
embankment. Logit models were created for each finite
element. Figures 1-14 contain model descriptions,

measurement results and image reconstruction.

Fig.1. Model 32 electrodes

Fig.2. Model 1 pattern

Fig.3. Model 1 reconstruction with Elasticnet

Fig.4. Model 1 reconstruction by logit regression
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Fig.5. Model 2 pattern ) . . .
Fig.10. Model 3 reconstruction with Elasticnet

Fig.6. Model 2 reconstruction with Elasticnet

Fig.7. Model 2 reconstruction by logit regression

A second shaft model with 16 point electrodes was built.
This model consists of 7657 triangular finite elements, 2159
nodes. After obtaining the signal from the electrodes, the
main objective is to reproduce the water seepage in the
embankment. Logit models were created for each finite
element.

Fig.12. Model 4 pattern

Fig.8. Model 16 electrodes

Fig.9. Model 3 pattern
Fig.14. Model 4 reconstruction by logit regression
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Conclusion

The article presents examples of the use of logit
regression in spatial imaging. The image was obtained on
the basis of a reconstruction with the use of electrical
impedance tomography. A novelty in the presented concept
is the training of many subsystems operating
simultaneously, thanks to which each of them generates the
binary value of a single pixel of the reconstructed image.
With this approach, when each element based on several or
many hundreds of input fields handles one output, multiple
predictors can be correlated with each other.
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