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UNet model in image reconstruction for electrical impedance 
tomography 

 
 

Streszczenie. Ten artykuł prezentuje nowy algorytm, gdzie sieć konwolucyjna UNet była użyta do korekcji wyników algorytmu deterministycznego 
jak było w podobnym rozwiązaniu używającym deterministyczny algorytm DBar. Zamiast algorytmu DBar inny algorytm rekonstrukcji EIT został 
użyty w kontekscie współpracy z tomografią impedancyjną w celu wyodrębnienia szczegółów rekonstrukcji EIT. Algorytm używa uczenie maszynowe 
do polepszenia obrazów tomograficznych uzyskanych za pomocą algorytmu deterministycznego.  Artykuł pokazuje jak rekonstrukcja uzyskana za 
pomocą tomografu hybrydowego może być ulepszona by ukazywałą więcej szczegółów. Celem tego artykułu jest zaprezentowanie rozwiązania, 
które będzie użyte w kontekscie tomografii medycznej, gdzie system EIT wraz z którym opracowany algorytm będzie użyty w celu uzyskania 
wysokiej rozdzielczości obrazów tomograficznych pęcherza moczowego.  
  
Abstract. This paper presents a new algorithm where the UNet convolutional neural network was used to correct deterministic algorithm results, as 
was is another similar solution using the DBar deterministic algorithm. Instead of the DBar algorithm, another EIT reconstruction algorithm was used 
in the context cooperation with impedance tomography to extract details in EIT reconstruction. The algorithm uses machine learning to improve the 
tomographic images obtained with the deterministic algorithm. The final result contains much less noise, and the position of the objects is much 
better defined, unlike in the deterministic approach. Furthermore, the paper shows how the reconstruction obtained with the hybrid tomograph can 
be improved to show more details. This paper aims to present a solution that will be used in the context of medical tomography, where the EIT 
system and the developed algorithm will be used to obtain high-resolution tomography images of the bladder. (Model UNet w rekonstrukcji obrazu 
do elektrycznej tomografii impedancyjnej). 
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Introduction 

The EIT reconstruction is a very hard (highly 
undetermined and ill-posed) problem to solve. It depends 
on the reconstruction of the image scene based on a vector 
obtained from multiple measurements using Electrical 
Impedance Tomography sensors. There are various EIT 
reconstruction algorithms in the literature. However, the 
best results could be obtained using neural networks 
(especially deep learning solutions). 

Several AI methods could be used for such tasks. In the 
paper [1], the logistic regression using elastic net was used 
for EIT reconstruction. The paper [2] uses the ANN (artificial 
neural network) for image reconstruction. In the paper, the 
version of l neural networks trained for each output pixel 
separately was used for different pixels reconstruction. It 
generates better results than a single neural network, but 
the number of neural networks with all parameters per 
network is too big. Finally, in the paper [4], the sample of 
applied CNN network in EIT was shown. 

The multiple nowadays ANN EIT reconstruction 
solutions are based on deep/convolutional autoencoders. 
One of these solutions is based on reconstruction obtained 
using another algorithm (D-Bar) and uses a deep 
convolutional autoencoder to correct these solutions [3]. 
The advantage of this method is that training input and 
output data are images and that we can use this method to 
correct results from other reconstruction methods. 

The method based on deep autoencoders is described 
in the paper [7]. This paper uses deep autoencoders to 
reconstruct lungs object based on EIT. The method consists 
of three stages: 
1) Training deep convolutional autoencoder using output 

images (in the research, lungs images were used) 
2) The codes in the form of the vector obtained using the 

previous step are used as outputs for a training network 
containing a fully connected layer to generate such 
vectors based on vectors representing electric 
potentials from EIT sensors. 

3) The final stage is a combination of two networks trained 
earlier. The output of the second network is put into the 
encoder part of the autoencoder trained in the first step. 
As a result, the network is created that can generate 
EIT reconstructions based on electrical potentials from 
EIT measurements. 

There are many numerical methods [16-21]. 
Tomography makes it possible to analyse processes 
occurring in an object without interfering with them [22-25]. 
This paper was inspired by the Deep DBar method [3], 
which depends on deep learning correction of DBar EIT 
reconstruction algorithm [12] using UNet 2D convolutional 
model [13] with modification. Unfortunately, after testing the 
DBar algorithm, one can conclude that its speed is relatively 
very low, so a significantly faster solution should be 
developed for some practical applications. 

After testing various models, we found a different useful 
DNN for EIT reconstruction based on autoencoder, 
described in detail in [10], [11]. This network consists of two 
parts (called SAE and LR) trained separately. SAE is the 
coder part of the trained earlier autoencoder to code the 
potential values, and LR is logistic regression layers. 

The SAE (stacked) autoencoder training process 
contains several repeatable steps. All steps are trained to 
encode EIT potentials vector so have potentials vector at 
the input and output. First, the autoencoder contains only 3 
layers (input, hidden and output layers). The hidden layer of 
this network contains the first stage encoded vector used in 
the next stage, input, and output. After several repetitions of 
that process, we trained a deep autoencoder with multiple 
hidden layers to encode vectors with potentials. Finally, the 
encoder part of the SAE autoencoder is used in the final 
model together with the LE layers. 

 
Impedance hybrid tomograph 

The hybrid tomograph combines two electrical 
tomography techniques: capacitive (ECT) and impedance 
(EIT). It can perform measurement cycles alternately or 
examine objects using only one of the methods. It makes it 
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suitable for both dynamic (ECT) and slower states more 
accurately (ECT + EIT). The device has its memory, on 
which it records the measurement results. It can also send 
them in real-time via the Ethernet or USB port, enabling 
interfacing with Big Data systems and/or databases. Details 
of data transmission are described on the following pages 
of this document. 

 

Fig. 1. The prototype of hybrid tomograph that has the functions of 
the final production device 

The prototype of the device is shown in Figure 1. The 
device's size is only dictated by the chassis we used, and 
the final device will be no larger than a 5 cm cube. 
Training data generation 

The training datasets used in these experiments are 
synthetic data. The data generation algorithm generates 
150 thousand scenes with artificial inclusions (circle, square 
or both - each subset containing 50 thousand samples) and 
noise. The conductivity of circles is smaller, and the 
conductivity of squares are bigger than background 
conductivity. These conditions are similar to conditions in 
the laboratory where real data were obtained. For each 
scene image, the EIT simulation was run, and potential 
vectors with 192 were generated. 

The generation of synthetic training data for EIT 
reconstruction is a challenging problem (reverse to reverse 
problem) because this data should be very similar to real 
data obtained from the EIT laboratory. To obtain potential 
vectors based on generated scenes with circles and 
squares, the EIT simulation algorithm by means finite 
element method with square shapes was used. The 
parameters of the simulation algorithm for training dataset 
generation used in the experiments were tuned to obtain 
synthetic data like real data we have obtained as well as 
possible. The obtained potential vectors are used to 
calculate differential potentials vectors: 

(1)  

where:x - is obtained potential vector for the scene with 
inclusions, x0i - is obtained potential vector for the scene 
without any inclusion, X - is the differential potential vector, i 
- is the index of potential vectors and differential potential 
vectors elements. 

The generated 150 thousand samples of reference 
scene images (further called Y) and differential potential 
vectors (further called X) were divided into a training 
dataset (containing 120 thousand samples) and a test 
dataset (containing 30 thousand samples). 
 
Initial EIT reconstructions using deterministic algorithm 

For differential potential vectors in each sample in 
training and test datasets, the initial EIT reconstructions 
using the deterministic algorithm described below were 
generated in 80x80 images. The initial reconstructions 
(based on differential potential vectors as inputs) were 
performed using Kotre's regularization [14] using sensitivity 
matrix pseudo-inversion: 

(2)  

where: 𝐽 - is the sensitivity matrix; λ - is the regularization 
factor designated using gradient method, ሺ⋅ሻ - is an element 
wise multiplication operator. 
 

Reconstructed conductivity is designated by: 

(3)  

where V – is differential measurement. 
 

Preprocessing of data 
The data during the research is normalized in the 

following way. The differential potential vectors used to 
generate initial EIT reconstructions using the algorithm 
described in the previous section are not normalized. 
Instead, the reference images were normalized to be in 
range <0,1> where background pixels values equal 0.5 
while objects with conductivity smaller than background 
have pixels values equal 0.0 (circles) and objects with 
conductivity bigger than background (squares) have pixels 
values equal 1.0. The reference images are also processed 
to remove the external background generated by EIT 
simulation software (the proper pixels are inside the circle 
area surrounding electrodes). 
 

 
 

Fig. 2. The samples of reference images before and after external 
background removement 

 
Because convolutional neural networks take the whole 

image area into account, the images should have a 
homogeneous background. In Figure 2, there are samples 
of reference images before the external background 
removement process and after that 

The EIT reconstruction images (obtained in the way 
described in the previous section) are normalized using 
min-max for each image-sample in all datasets separately. 
This way of normalization is chosen based on previously 
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performed experiments with training autoencoder to encode 
EIT reconstruction images, and during the analysis of data 
the difference between maximal and minimal values in 
separate images was too big. So, the min-max 
normalization is performed per each pixel in the 
preprocessed image: 

(4)  

where: p - is the given pixel from the EIT reconstruction 
image after preprocessing, 𝑝 - is the minimal value of all 
pixels in the image, 𝑝௫ - is the maximal value of all pixels 
in the image, 𝑝 - is the given pixel value after 
normalization. 
 

 
Fig. 3. Sample network results (columns: 1 – reference images, 2 – 
initial EIT reconstructions, 3 – network outputs) 
 
Correction of EIT reconstructions using deep learning 

This section describes experiments that led to EIT 
reconstruction corrections using a model similar to UNet 
[13].  
Fig. 4. Results of the first and second steps of the post-processing 
algorithm of UNet model responses for each real data dataset. 

Because of unable to train the standard UNet model 
with convolutions sizes to equal 3x3, these convolution filter 
sizes were changed to values 5x5 similar as was in the 
paper [3]. In the last layer of the network, the soft sign 
activation function was used. 

The training process was performed on 120 thousand 
pairs of images (initial EIT reconstructions generated using 
deterministic algorithm at the input and reference images at 
the output). Both input and output images have sizes 
80x80. In the training process, we are using ADAM 
optimizer with a learning rate equal 10ିସ, mean squared 
error loss function, batch size equal 64 and 5 training 
epochs. After training on the training data set, we are 
obtaining on the test data set MAE metric equal 0.0079 and 
DICE [15] metric (calculated for circles and squares 
separately) 88.28%. 
The used, modified version of the DICE metric is defined by 
the equation: 

(5)  

 
where TPc, TPs, FPc, FPs, FNc, and FNs are true 
positives, false positives, and false negatives (for circles 
and squares). These values are calculated by logical 
operations on the binary images after thresholding of 
predicted and reference images for circles and squares 
separately.  

The sample results obtained on the test data set we can 
see in Figure 3. In the image, we can see 5 samples of EIT 
reconstruction correction (for simultaneously circles and 
squares). Each sample contains 3 images (from left to 
right): reference image, initial EIT reconstruction using a 
deterministic algorithm, UNet model output (EIT 
reconstruction correction). Figure 4 shows the samples for 
each data set after the first (mean) and second (threshold) 
post-processing steps using all the samples in a given real 
data set. 

 
Summary 

We showed how to construct an algorithm that uses 
machine learning to enhance the tomographic images 
obtained with the deterministic algorithm. The final result 
contains much less noise, and the position of the objects is 
much better defined, unlike in the deterministic approach. 
This study aimed to develop and present the technology 
that will be used in the medical application. The goal is to 
obtain a reconstruction of the bladder so that it will be 
possible to calculate its volume in real-time, using the 
described hardware and the algorithms. 
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