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Optimisation of a renewable energy system by hybridisation 
PSO algorithm and Artificial Neural Network 

 
 

Abstract. Artificial intelligence is poised to revolutionise the energy sector. Its data-based learning capabilities enable both energy production and 
consumption optimization. Energy needs are better assessed to support the energy transition. This digital innovation is necessary to implement the 
development policies for preserving the environment. There are many projects in this direction. They concern the oil industry as well as gas 
extraction or the intelligence of electrical networks. In fact, artificial intelligence is gradually becoming the tool that optimizes energy production and 
consumption.  
 
Streszczenie. Sztuczna inteligencja może zrewolucjonizować sektor energetyczny. Jego możliwości uczenia się w oparciu o dane umożliwiają 
zarówno optymalizację produkcji energii, jak i jej zużycia. Potrzeby energetyczne są lepiej oceniane, aby wesprzeć transformację energetyczną. Ta 
cyfrowa innowacja jest niezbędna do realizacji polityki rozwoju na rzecz ochrony środowiska. Projektów w tym kierunku jest wiele. Dotyczą one 
zarówno przemysłu naftowego, jak i wydobycia gazu czy inteligencji sieci elektrycznych. W rzeczywistości sztuczna inteligencja stopniowo staje się 
narzędziem optymalizującym produkcję i zużycie energii. (Optymalizacja systemu OZE poprzez hybrydyzację algorytmu PSO i sztucznej sieci 
neuronowej) 
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Introduction 

The developed new technology in the world needs new 
energy to satisfy the unprecedented increase of the 
demand for energy. This energy is the assembly of an 
advance hybrid control system and a hybrid power system 
of renewable and conventional energy sources. The new 
energy is an efficient and nature-friendly solution to 
increase the independence from fossil fuels and, most 
importantly, a free primary source such as wind, sun, water, 
sea and biomass [1]. 

Hybrid Renewable Energy Systems (HRES) are formed 
by one or multiple renewable sources in addition of one or 
more conventional sources, mostly used in stand-alone also 
as a grid-connected mode [2]. 

HRES are growing in popularity for stand-alone users 
due to their advanced technologies, good installation cost, 
movability and most importantly: Electronic converters; That 
convert their randomly generated power into a stable power 
for the loads. A major feature of HRES is to combine 
different renewable sources to extract the most energy of 
their operating characteristics and obtain a higher 
efficiency. 

Photovoltaic and wind systems are the principal sources 
of energy. This energy is accessible with large quantities 
but variable in its nature, and site-specific. The sources are 
connected to a DC bus through converters to obtain a 
regulated power output and a constant voltage. The 
converters used for PV/wind systems are usually two DC-
DC converters, one for maximum power tracking and the 
other for voltage regulation. Similarly, the loads are 
connected to the DC bus through DC-DC and DC-AC 
converters dependent on the needs of the charge [3]. 

However, this study focuses on a full HRES system that 
uses tow renewable energy sources (PV and Wind) and a 
diesel generator as a conventional source. The power 
generated by the PV generators depends on the array's 
operating voltage and the maximum power point (MPP) that 
varies with solar insolation and temperature. The MPP is a 
specifies point to extract the maximum power from the PV 
characteristic. 

Similarly, for the wind turbine systems the MPP varies 
with the wind speed and direction. At the MPP, both wind 
and PV operate at their highest efficiency. Therefore, many 
methods have been developed to track the MPP [4].  
 
Materials and Methods 
A. Particle swarm optimisation (PSO) 

The PSO algorithm is a stochastic, population-based 
optimisation technique that simulates the behaviour of 
social animals as insects, fish and birds. These swarms 
perform collaborative tasks to search for food, where each 
element change the search pattern according to its own 
experiences and also based on the global best position 
explored by swarm, these particles hold information about 
their existence and potential value. They provide 
information to each other to find the most optimal results. [5, 
6, 7, 8].  
 Millonas [9] proposed five principles to construct a 
swarm of artificial life systems when studying the behaviour 
of social animals using the artificial life theory, that become 
guiding  
principles for establishing the swarm artificial life system 
(van den Bergh, 2001) [10]: 
 It should be able to carry out simple space and time 

computations.  
 It should be able to detect and respond to changes in 

environmental quality.  
 It shouldn't limit how it gets the resources from narrow 

areas.  
 It should not change its behaviour mode with every 

environmental change. 
 It should change its behaviour mode when this change 

is worthwhile.  
 In PSO, all particles update their positions and velocity 
based on the actual velocity and it best explored position,  
also, according to environmental changes (swarm best 
global) [11]. 
 Particles in PSO can maintain their steady movement 
throughout the search space even when they modify their 
mode of movement in response to environmental changes. 
The velocity is expressed by [12]:  
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Vi t =wVi t-1 +C1r1 Pbest i-xi t-1 +C2r2 gbest-xi t-1  

wVi t-1   This term is used to prevent the particles from a 
radical change and forces them to stay in the old field of 
movement. 

C1r1 Pbest i-xi t-1   This part of the expression is to use 

the personal experience of the particles or to follow the best 
personal solution 

 C2r2 gbest-xi t-1   The last term is to make the particles 

follow the total solution or the best solution of the swarm. 
w is a variable or fixed number as needed to keep the 
particles in the searching interval and prevent radical 
changes in the solutions; it depends on the improved speed 
of the solution.  
C1 and C2  represent the individual and social learning 
rates respectively. 
r1 and r2   random variables in between 0 and 1. 
The position of each particle is as defined in the equation 
[13]: 

xi t =xi t-1 +Vi t  
 

 
 

 
 
Fig. 1. On the left Without PSO (Only ANN) in the right with PSO 
algorithm 
 

Each particle determines its own position based on its 
own experience (Pbest) and the experience of other 
particles (Gbest) by adjusting their velocity and position 
based on a motion function [7], we have to update the two 
best solutions each cycle by using the fitness function or the 
objective function Ϝ to maintain the results in the solution 
space by a simple condition: 

Pbest i=xi if Ϝ xi  is better than Ϝ Pbest i

gbest=Pbest i  if Ϝ Pbest i  is better than Ϝ gbest

 
  

 The PSO algorithm keeps repeating until all the 
population is used or the solution starts to converge to a set 
of values. 
 
B. The Artificial Neural Network (ANN) 
An Artificial Neural Network is a procedure that maps inputs 
and outputs patterns that illustrate a problem. During the 
training process, the ANN learn information after several 
iterations. When the learning process finishes, it is ready to 
[14]:  

 Classify the new information.  
 Predict new behaviours.  
 Solve nonlinear problems.  
 The structure is represented by functions (series of 
neurons) connected and organised in layers, the actual 
problem codification patterns are transmitted through 
layers, and the information is transformed using a 
corresponding synaptic weight [15]. Then, depending on 
whether or not there is a connection between the neurons 
in the following layers, they summate the information. 
 A threshold representing the minimum needs for 
activating a neuron, is considered as another input called 
bias. 
 Afterwards, the summation function is presented, and 
the outcome is evaluated using transfer functions activated 
by neuron input. The output neuron receives the result and 
transmits it to the other linked neurons till they reach the 
upper layer.  
 Eventually, the ANN's output is established to evaluated 
the performance, and the synaptic weights are required to 
be changed or adjusted during the process of learning until 
they produce the desired behaviour. 
To determine if the ANN has learned, we have two 
methods:  
1. Computes the amount of similarity between input 

patterns and previously known information (non-
supervised learning).  

2. The output is compared with the desire patterns 
(supervised learning). 

 The classic back propagation (BP) algorithm, for 
example, adjusts the weights to achieve the minimum error 
[12], but it cannot solve noncontinuous problems. 
Thus, to improve the performance and solve complex 
problems, it is a necessary to used additional methods that 
can deal with noncontinuous and nonlinear problems. 
 
C. PSO Algorithm and ANN Hybridisation 
 In order to obtain the database to train the ANN 
controller, we developed a program that generates the 
maximum voltage, current and power at various 
atmospheric conditions; the program gives their exact 
values based on the given STC parameters of the 
photovoltaic module. With the program, we can obtain as 
many points as possible to boost the performance of the 
controller, which depends on the database’s size and the 
chosen training functions for the hidden layers. 
 The PSO algorithm is used as the additional method to 
optimises the ANN controller by capturing the generated 
weights and reduce the calculation error. 
 Without the PSO, we can see in Fig. 1 (on the left) that 
the controller is not trucking all the MPPs, and there are 
some losses. Thus, with its utilisation, we clearly can see 
that in the interval of 20 MPP, there are only (2 or 3) lost 
points. 
 The figure is for the output power of a PV generator 
between 1.5 and 1.62 seconds, the maximum power 
1028.72W and the minimum is 1028.66W with the PSO; 
with only the ANN controller and in the same time interval 
we can remark that the actual power is following the 
reference but with a difference of about 1.12W and no 
intersections. Hybridization of PSO and ANN involves 
combining the strengths of both techniques to improve the 
overall performance of an optimization task. To do this we 
used the PSO to optimize the weights and biases 
parameters of the ANN, in order to improve its accuracy in 
classification or prediction tasks. 
 The main advantage of PSO-ANN hybridization is that it 
can improve the efficiency and accuracy of the ANN 
learning process, especially for large and complex datasets.  
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Fig. 2. The new energy system 
 

PSO helps to avoid getting trapped in local minima and 
can quickly converge to the global minimum, while ANN 
provides the ability to model complex relationships between 
variables. 

 In this study, the PSO-ANN hybrid algorithm is 
used to predict the power output of a photovoltaic (PV) 
system based on random atmospheric conditions. The PSO 
algorithm is used to optimize the weights and biases of an 
artificial neural network (ANN) to minimize the mean 
absolute error (MAE) between the predicted and actual 
power output. The PSO algorithm is initialized with random 
particles, and each particle represents a set of weights and 
biases for the ANN. The fitness function for each particle is 
evaluated by training the ANN with the particle's weights 
and biases and computing the MAE on the training data. 
The PSO algorithm iteratively updates the positions and 
velocities of the particles to search for the set of weights 
and biases that minimizes the fitness function. And it 
terminates when either the maximum number of iterations is 
reached or the fitness function has converged [16]. Finally, 
the best set of weights and biases found by the PSO 
algorithm is used to predict the power output on the test 
data, and the performance of the model is evaluated using 
the root-mean-square error (RMSE) between the predicted 
and actual power output  
 The PSO helped increase the amount of extracted 
energy from the PVG, and the ANN controller gave a 
dynamic and adaptive response. However, with the 
optimisation, the results were more accurate and efficient. 
The New Energy system 
 Hybrid power systems are the future of renewable 
energy systems; the load will be supplied 24h, 7/7, with no 
interruptions and blackouts. In the daylight, the load is 
supplied with the wind and (or) the PV generators; at night, 
the storage unit is responsible for supplying the charge; in 
worst cases, the conventional generator will always be in 
line, ready to be triggered. 
 Our system is constructed by connecting a backstepping 
controlled Doubly-Fed Induction Generator (DFIG) as a 
wind generator, a Particle Swarm Optimization-Artificial 
Neural Network (PSO-ANN) controlled Photovoltaic (PV) 
system, a diesel generator, and a storage system. 
 The advantages of a hybrid energy management system 
include: 
o Reliability: By combining multiple energy sources, the 

system is less reliant on any single source of energy 
and can provide a more stable and reliable power 
supply. 

o Sustainability: Integrating renewable energy sources 
into the system reduces reliance on fossil fuels and 
helps to reduce greenhouse gas emissions. 

o Efficiency: The system can be designed to operate at a 

higher efficiency by balancing the power output of each 
component to meet the demand. 

o Cost-effectiveness: The use of renewable energy 
sources can help to reduce operating costs and lower 
the overall cost of energy generation. 

 

 
 

Fig. 3. The State of Charge of the battery 
 

 In order to simulate a real-life situation (in the case 
where the grid is off), we planned the simulation as follows: 
from zero to one in the morning (with good wind speed), the 
load  
is supplied by the wind turbine, and the PV power is stored 
in the battery, afternoon from one to two (when the wind  
speed slows down with a good insolation), the PV 
generators are feeding the load. 
 At night from 2 to 2.5 the battery is triggered, at this 
point we assume that the battery is low in charge so that the 
diesel generator will start from 2.5. 
 

Simulation Results 
 In a study by S. Krishnan and K. Sathiyasekar (2019) 
[17], the PSO-ANN hybrid algorithm was compared with the 
ANN and SVR methods for predicting the power output of a 
PV system. The authors used a dataset of temperature, 
irradiance, wind speed, and humidity for a PV system and 
divided the dataset into training and testing sets. They 
trained the PSO-ANN hybrid algorithm, ANN method, and 
SVR method on the training set and evaluated their 
performance on the testing set using the RMSE and MAE 
metrics. 

The results of the study showed that the PSO-ANN 
hybrid algorithm outperformed the ANN and SVR methods 
in terms of the RMSE and MAE metrics. The RMSE values 
for the PSO-ANN hybrid algorithm, ANN method, and SVR 
method were 25.21 W, 36.81 W, and 36.59 W, respectively. 
The MAE values for the PSO-ANN hybrid algorithm, ANN 
method, and SVR method on the training set and evaluated 
their performance on the testing set using the RMSE and 
MAE metrics. 
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Fig. 4. The Efficiency of the PSO algorithm 

 
 The results of the study showed that the PSO-ANN 
hybrid algorithm outperformed the ANN and SVR methods 
in terms of the RMSE and MAE metrics. The RMSE values 
for the PSO-ANN hybrid algorithm, ANN method, and SVR 
method were 25.21 W, 36.81 W, and 36.59 W, respectively. 
The MAE values for the PSO-ANN hybrid algorithm, ANN 
method, and SVR method were 17.43 W, 25.19 W, and 
24.71 W, respectively. 
 Due to the large data set that we produced with the 
developed program we were able to achieve the following 
results in terms of MAE and RMSE:  
MAE: With PSO = 0.8002W and without PSO = 2.0644W 
RMSE: Without PSO = 4.1325W and with PSO = 3.2349W  

As we can see in Fig.5, the load is always supplied at all 
times, Whatever the atmospheric Conditions. 

 
Fig. 5. The load Power 
 
 The weak side of this system is at daylight, when it’s not 
gaining the maximum amount of power from either the wind 
or the PV generators; and this is the role of the advanced 
hybrid control system we suggested in this study. 
 As planned the system is extracting the maximum power 
from the wind as shown in Fig 5. In the Fig 6 we can remark 
the roll of the PSO in boosting the performance of the ANN 
regulator in extraction the maximum power of the PVG. 

 In Fig. 4 with the red is the power of the PV generator 
and in blue the extracted power by the load and the battery. 
On the left the ANN controller has followed the PV power 
but with an error of about 1W, with contrary, on the right, 
with the PSO algorithm the error is reduced to it minimum 
values. 

 
Fig. 6. The Power of the wind turbine. 
 
Conclusion 
 The new energy can be summed up in three significant 
revolutions: Cleaner, Closer, Smarter. That some have a 
tendency to cut into an environmental movement, a societal 
trend and advances in the automation of energy systems 
(smart grids). The reality is more complex, and it is in fact a 
whole that must be taken into account with. 
 On one hand, increasingly diffuse energy production 
systems that require much finer control. And on the other, 
citizens who want to reclaim energy through an engaged 
and collaborative approach.  
 These two trends imply increasingly local interconnected 
and unpredictable energy systems. They will have to equip 
themselves with real-time intelligence adapted to this 
increasing complexity and capable of self-learning the 
behaviours of the industry and consumers that make up this 
expanded energy system. 
 In conclusion, the PSO-ANN hybrid algorithm is a 
powerful technique that combines the strengths of Particle 
Swarm Optimization (PSO) and Artificial Neural Networks 
(ANN) to improve the accuracy and efficiency of predictive 
models. The PSO algorithm is used to optimize the weights 
and biases of the ANN model, which is trained on input-
output pairs of the system being modelled. The PSO-ANN 
hybrid algorithm has been successfully applied to various 
fields, including power systems, control systems, and image 
processing, to name a few. 
 In the context of a PV system, the PSO-ANN hybrid 
algorithm can be used to predict the output power of the 
system based on its input features such as solar irradiance, 
temperature, and wind speed. The performance of the 
PSO-ANN hybrid algorithm can be evaluated using metrics 
such as RMSE and MAE, which provide a measure of the 
difference between the predicted and actual output power 
values. To improve the performance of the PSO-ANN 
hybrid algorithm, various approaches can be applied, such 
as using a larger and more diverse dataset, optimizing the 
hyperparameters, and using cross-validation 
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