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A stereo vision system on Jetson device using deep learning 
 
 

Abstract. This paper presents a stereo vision system created on a Jetson device with a GPU. Two cameras attached to the cover are connected to 
the device. Before using the system, the calibration procedure should be done. The stereo vision system uses two deep learning algorithms (one for 
disparity map extraction and the second for panoptic segmentation) with custom preprocessing and postprocessing stages. Results from both 
algorithms were used to calculate point clouds for every registered object.  
 
Streszczenie. W artykule przedstawiono system stereowizyjny stworzony na urządzeniu Jetson z GPU. Do urządzenia podłączone są dwie kamery 
przymocowane do obudowy. Przed użyciem systemu należy przeprowadzić procedurę kalibracji. System stereowizyjny wykorzystuje dwa algorytmy 
głębokiego uczenia (jeden do ekstrakcji mapy rozbieżności, a drugi do segmentacji panoptycznej) z niestandardowymi etapami wstępnego i 
końcowego przetwarzania. Wyniki z obu algorytmów posłużyły do obliczenia chmur punktów dla każdego zarejestrowanego obiektu (System 
widzenia stereo na urządzeniu Jetson wykorzystujący głębokie uczenie). 
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Introduction 
 Classical stereo vision systems use calibrated dual 
cameras to obtain 3D information. After the calibration 
process [1, 2] necessary for further image rectification and 
distortion movement, the disparity map could be generated 
using stereo-matching algorithms. There are multiple stereo 
matching algorithms available which could be divided into 
two groups: classical algorithms (i.e. Semi Global Box 
Matching algorithm [4] belongs to the Box Matching 
category [3]) and deep learning solutions like PSMNet 
(Pyramid Stereo Matching Network) algorithm [5].   
 Many optimization methods are used for analysis or 
image reconstruction [6-15]. The deep learning PSMNU 
algorithm [16] for disparity map extraction was used in the 
created system. The Panoptic FPN deep learning algorithm 
[17] from the detectron2 library [18] was used for object 
detection and segmentation. The segmentation results of 
the Panoptic FPN algorithm need correction and improper 
objects removement which could be realized by custom 
postprocessing stage using additional information from the 
disparity map. Finally, the point clouds are extracted for 
each object in the scene using information from panoptic 
segmentation together with a disparity map of the scene. 
 
Calibration of cameras 
 Proper disparity map extraction requires calibrated 
cameras. Precisely, the calibration of cameras in the stereo 
vision system allows for further removal of the radial 
distortion [1] from images and stereo rectification [1,2] in 
order to produce a stereo pair where epipolar lines in both 
images are colinear and parallel to scanned horizontal lines 
in images (canonical stereovision system). 
 The calibration requires a set of unique stereo pairs with 
special checkerboards placed in different positions and 
angles. In order to perform proper calibration, about 100 
stereo pairs with scenes containing special chessboards in 
different positions are necessary. After collecting images, 
the pair of chessboard points sets are obtained from both 
images in stereo. The most popular algorithm for 
chessboard point extraction is based on Hessian [19]. 
Before the extraction, the sharpening filtration is performed 
using the convolution images with a 3𝑥3 sharpening 
Laplace mask. 
 After the extraction of chessboard corner points, these 
points are analyzed. Sometimes the chessboard points 
extraction algorithm detects these points in both images in 
stereo pairs in reverse order. In the beginning, the 

directions of both point sets are checked, and if the 
direction is different for corresponding points in the stereo 
pair (as in Fig. 1), then the points set in the second image 
are reverted. One of four possible directions is recognized 
by the difference between the first and last point extracted 
by the algorithm implemented in the OpenCV library [20] 
(the algorithm detects points row by row).  
 

 
Fig. 1. A sample of improper corresponding chessboard points 
extracted  

 If the order of corresponding points is correct, then the 
outstanding distance of points from rows and column lines 
designated from all chessboard points for each point is 
designated for each stereo pair separately. The stereo pair 
is rejected if the maximal outstanding distance is bigger 
than the threshold (as in the sample presented in figure 2). 
 

 
Fig. 2. Sample of improper chessboard points (with outstanding 
one point in the first row) 
 

 After the set of proper corresponding chessboard points 
and lists are extracted, the proper calibration stage can be 
performed. The stereo–calibration algorithm based on 
fundamental matrix calculation [1,2] is implemented in the 
OpenCV library [20]. After the calibration stage, the special 
maps for stereo image transformation are prepared. 

Stereo pair rectification and preprocessing 
 After rectifying the stereo–pair based on maps obtained 
during the calibration stage, the stereo pair has to be 
preprocessed because the rectification produces images 
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with the wrong area (black background). Therefore, the 
thresholding operation is performed at the beginning to 
designate the proper image area in stereo pair images (Fig. 
3).   

 
Fig. 3. Rectified stereo pair (on the left) and thresholded rectified 
stereo pair (on the right) 

 
 After thresholding, the common proper area based on 
both images in the stereo pair is computed by AND logical 
operation performed on thresholded rectified images from 
the stereo pair (Fig. 4). 

 
Fig. 4. Designation of common proper area (on the right) based on 
the left (on the left) and right (in the center) camera image  
 
 After computing a common proper area like the right 
image in Fig. 4, the border lines could be designated in the 
following way: 
a) The central row and column from the common proper 
area image are extracted, and the amount of nonzero 
elements is calculated,  
b) The left index is designated by analysis of subsequent 
columns. Searching of the left index is stopped when the 
analyzed column has at least 90% of nonzero elements 
amount of central column, 
c) The right index is designated similarly but by decreasing 
the index starting from the right column, 
d) The top index is designated by analysis of subsequent 
rows and comparing the number of nonzero values with the 
number of nonzero values of the central row (threshold was 
also set to 90%).  

 
Fig. 5. Using designed parameters for cutting proper image area in 
the left and right image in the stereopair 

 

e) The bottom index is designated similarly to the top but by 
decreasing the index starting from the bottom row. Finally, 
designated indices are used for rectangle proper image 
area designation (as we can see in Fig. 5), and these parts 
of images are cut out as input images for further processing 
by deep learning algorithms. 
 
Disparity map generation 
 The disparity in stereo vision [2] is the difference in the 
horizontal coordinates from stereo pair images: 

∆௫ൌ  𝑥ଶ െ 𝑥ଵ 
where x2 is the horizontal position of a point on the right 
image from stereo pair while x1 is the horizontal position of 
a point on the left image from stereo pair. 
 There are many disparity map calculation algorithms 
based on rectified stereo pairs of images. Classical 
algorithms such as Box Matching [3] and Semi Global Box 
Matching [4] use image processing techniques to match 
points in pairs by scanning images along corresponding 
epipolar lines. Nowadays, significantly better performance is 
achieved by deep learning algorithms based on features 
from convolutional neural networks, as in PSMNU [16], 
which is based on the PSMNet model [5]. 

 
Fig. 6. Left images from stereo pair (on the left) and the results of 
disparity maps using PSMNU algorithm (on the right) 
 
 The review of different solutions that could be used on 
Jetson device led us to choose a PSMNU model with 
modified parameters. The maximal disparity value was set 
to 192 (the bigger value needs more GPU memory which 
exceeds the limits of a portable device).  
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 The preprocessed left images from stereo pair (left 
images) and the sample disparity maps using the PSMNU 
algorithm (right images) are presented in figure 6. 
Objects detection and extraction 
 To extract objects from the scene, the Panoptic Feature 
Pyramid Network algorithm [17] implemented in the 
detectron2 library [18] (from Facebook research) was used. 
The panoptic FPN deep learning solution allows for 
accurate object extraction and segmentation with 
significantly better results than the Mask R-CNN algorithm 
[21], most known for this purpose. The used model 
segments all objects in the scene, including the 
background. Sample results of panoptic segmentation are 
presented in Fig. 7.  

 
Fig. 7. Sample Panoptic FPN segmentation results (on the right) 

 

 
 

Fig. 8. Sample histogram thresholding result from step 1b 
 
Postprocessing of objects segmentation 
The designed postprocessing contains the following stages: 
1) Wrong fragments of objects movement not belonging to 

them on the basis of disparity map histogram: 
a. Extraction of disparity map for each object 

b. Calculation of disparity histograms and designation 
of thresholds automatically for proper disparity 
values for a given object on the basis of histograms 
(Fig. 8). The histogram indices (left one and right 
one) starts in the place of histogram peak and are 
changing (increasing and decreasing respectively) 
while are bigger than given threshold obtained 
experimentally. After stopping changing, the indices 
indicate the range of disparity values for a given 
object. 

c. Wrong parts of objects removement on the basis of 
previously designated thresholds 

2) Recalculation of disparity histograms for each object 
and parallel processing of those histograms: 

a. Disparity map extraction for each object after 
processing in the previous step 

b. Calculation of disparity histograms for each object 
c. Verification in each histograms ranges which object 

gave higher value and assignment of object index 
into this histogram range 

d. Creation of a new image with objects indices and 
saving indices of objects in places related to 
disparity values in ranges assigned to given objects 
designated in the previous step 

e. During the last steps, the situation that the given 
object could be erased from segmentation results (its 
points will be assigned to other objects with bigger 
histogram values in the particular ranges) may occur 
– then the numbers of indices will be reorganized the 
following numbers 1..n will respond to really existing 
objects where n is the amount of the current object. 

 
Fig. 9. Samples of final post processing of panoptic segmentations 
 
1) Extraction of binary image for each object and its parts 

(sic.) indexation. When an object consists of many 
separate sub-objects, only greater sub–objects are 
saved, and all other sub-objects of the given object will 
be removed from the result of segmentation. 
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2) Background objects movement – these objects which 
have contact with image borders will be removed. 
After the removement the object's indices are 
reorganized in a similar way as in step 2e. 

3) Removement of improper objects on the basis of the 
Blair – Bliss coefficient (wrong objects often have very 
complicated shapes and higher Blair – Bliss coefficient 
value. All objects with a coefficient greater than the 
specified threshold will be removed after removement 
object indices are reorganized in a similar way as in 
step 2e. 

The sample results of the panoptic segmentation 
postprocessing algorithm are presented in figure 9 (right 
column) with the original panoptic segmentation (on the left 
column) for comparison. 
 
Points clouds computation 
Based on disparity, the depth [2] could be computed using 
the following equation: 

𝑍 ൌ  
𝑏𝑓
∆௭

 

where 𝑏 is base distance between cameras, 𝑓 is the focal 
length and Δ𝑥 is disparity. After depth calculation, the 
remaining 3D coordinates [2] could be computed: 

𝑋 ൌ  
𝑢𝑍
𝑓

𝑌 ൌ  
𝑣𝑍
𝑓

 

where (𝑢, 𝑣) pair is the 2D position of a point in one of the 
images from a stereo pair and (X, Y, Z) is the position of the 
3D point. 
 

 
Fig. 10. Sample of generated points cloud on the basis of the 
segmented human object and its disparities 
 
 Finally, separate disparity maps are extracted for each 
segmented object, and 3D point clouds are computed 
based on object disparity maps. The sample point cloud for 
one object is presented in figure 10. 
 
Conclusion 
 The paper presents a novel stereo vision system with 
dual cameras implemented in a portable Jetson device with 
GPU using deep learning algorithms.  
 The created system enables calibration of cameras, 
rectification (using available deep learning algorithms with 
custom preprocessing and postprocessing stages to obtain 
disparity map), extraction of objects in the scene and finally, 
computation of a 3D point cloud for every object. 
 In the system, two ready deep learning algorithms were 
used, but the scientific value of this paper relies on joining 
algorithms into one system and using custom preprocessing 
and postprocessing algorithms in order to improve the 
results of the used algorithms. 
 The system was implemented using Python language 
and among others, PyTorch and detectron2 libraries. 
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