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Advantages of convolutional neural network compared to 
multilayer perceptron in electrical tomography 

 
 

Abstract. This article deals with the optimization of the artificial neural network (ANN) architecture in order to improve the quality of tomographic 
imaging. During the research, many variants of predictive models were tested, differing in the number of neurons, the number and type of layers, 
learning algorithm, transfer functions, overfitting prevention methods, etc. As a result of comparing the results in the form of reconstruction images 
obtained with reference images, the optimal architecture of the neural network was selected. Noteworthy is the original approach of training separate 
ANNs for each image voxel separately. As a result, the model consists of many independently trained, single-output ANNs that form a structure 
referred to as a multiple neural network (MNN). 
 
Streszczenie. Niniejszy artykuł dotyczy problematyki optymalizacji architektury sztucznej sieci neuronowej (SSN) w celu podniesienia jakości 
obrazowania tomograficznego. W trakcie badań testowano wiele wariantów modeli predykcyjnych, różniących się liczbą neuronów, liczbą i rodzajem 
warstw, algorytmem uczenia, funkcjami transferowymi, metodami zapobiegania przeuczeniu itp. W wyniku porównania rezultatów w postaci 
uzyskanych obrazów rekonstrukcyjnych z obrazami referencyjnymi wybrano optymalną architekturę sieci neuronowej. Na uwagę zasługuje 
oryginalne podejście polegające na trenowaniu osobnych ANN dla każdego woksela obrazu z osobna. W rezultacie model składa się z wielu 
niezależnie trenowanych, jednowyjściowych SSN, które tworzą strukturę określoną jako wielokrotna sieć neuronowa (WSN). (Zalety konwolucyjnej 
sieci neuronowej w porównaniu z perceptronem wielowarstwowym w tomografii elektrycznej) 
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Introduction 
Electrical process tomography, which permits non-invasive 
diagnosis of the interior of numerous industrial devices, is a 
field that is actively evolving [1]. Tomography in particular 
makes it feasible to observe flat and spatial cross-sections 
of structures like pipes, tanks, and chemical reactors 
effectively [1–3]. The parameters of the industrial process 
should be continuously examined in order to ensure 
appropriate operation [4]. Such a metric might be the 
degree of crystallization in the context of industrial reactors 
[5]. This is relevant to liquid-filled tank reactors because 
crystals may precipitate or create gas bubbles as a result of 
the changes occurring [6]. The degree of liquid 
crystallization, which is measured by the quantity and size 
of crystals, and the degree of liquid gassing, which is 
determined by the quantity and distribution of gas bubbles, 
both attest to the effectiveness of the procedure [7]. Hence, 
by altering the mixing speed, temperature, pressure, 
substrate chemical composition, or flow intensity, for 
example, while knowing the process's current state, you can 
affect its characteristics. Liquid, solid, and gas phases of a 
substance going through physical and chemical changes 
can all be present in an industrial chemical reactor. 
Crystals, solid particles, or gas bubbles may develop in the 
liquid under specific circumstances [8]. 
 
Materials and methods 

In order to tackle the inverse problem in industrial 
electrical impedance tomography (EIT), the study examined 
the best ways to apply artificial neural networks (ANN) 
and/or convolutional neural networks (CNN) [9–11]. In the 
initial model under consideration, several neural networks 
(MANN) were included. Each MANN had measurements as 
its input and an output that was a real number that 
represented the value of a particular voxel [12]. The second 
model takes into account training CNN using the input data 
vector (1D). 32 electrodes are positioned all around the 
tested reactor for the tomograph. For each test case, there 
were 448 voltage readings taken between the various 
electrode pairs. The resolution of the 3D picture was 14100, 
hence there are 14,100 individually trained ANNs with a 

single output in the MANN structure. 𝐌𝐍𝐍 ൌ ሺ𝟒𝟒𝟖 → 𝟐𝟎 →
𝟏ሻ ൈ 𝟏𝟒𝟏𝟎𝟎 can be used to specify an MNN's structure. All 
of the networks included in the MANN, according to the 
aforementioned model, have 20 neurons in the hidden 
layer. Figure 1 depicts the MANN flow diagram. As you can 
see, the trick is to give each voxel of the output image its 
own neural network. The neural network that directly 
creates the value of each of the 14100 voxels has less 
computational complexity as a result of this novel 
technique. The general operating principle of CNN is 
depicted in Figure 2 [13].  

In one pass, a homogeneous neural network converts 
448 inputs into 14,100 outputs. There were 30,000 
examples in the collection of all observations. Table 1 
shows the outcomes of training the multilayer perceptron 
network for a randomly chosen voxel. MSE was the primary 
metric used to rate the MANN neural network's performance 
during training. The mean squared error (MSE), which is 
satisfied by the formula, is the difference between patterns 
and reconstruction images (1) 

 

(1) MSE ൌ
∑ ሺ௬ି௬ොሻ

మ
సభ


 

 
where 𝑛 — is the sum of the number of finite elements 

in the image mesh and the number of voxels in the picture, 
𝑦 — the reference value of i-th pixel, 𝑦ො — the value of 
reconstruction of i-th pixel. R stands for regression R-value. 
It shows how patterns and reconstructions are related. In 
the ratios of 70:30:30, the collection of observations was 
split into three subsets: training, validation, and test. 

 
Table 1. Parametric ANN learning results for a selected voxel 

Sets Observations MSE R 
Training 

Validation 
Test 

21000 
4500 
4500 

0.0011 
0.0018 
0.0011 

0.9361 
0.8914 
0.9304 

 
The test stand used to validate the tomographic 

measurements is depicted in Figure 3. A series of 
electrodes for EIT measurements surrounds the reservoir 
on the left side. On the right, a tomograph can be shown 
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that uses carefully chosen current parameters, including 
voltage and amperage, to deliver electric current to the 
appropriate pairs of electrodes in a predetermined order. 
 

 
Fig. 1. Workflow of multiple artificial neural network (MANN) 
 

 
 

Fig. 2. Workflow of a convolutional neural network (CNN) 
 

 
 

Fig. 3. The test stand: on the left side is the reactor model with 
electrodes, and on the right side there is a tomograph 

 

The sequential (1D) first layer of CNN has 448 
measurement values. A convolutional layer with seven 160-
element filters makes up the second layer. The ReLu layer, 
which is the following layer, is intended to zero out negative 
numbers. The global max pooling layer is the fourth layer. In 
this network, the layer pools throughout the spatial 
dimension are used to achieve downsampling by generating 
an output that is maximal in all of the spatial dimensions of 
the input. Fully linked layers apply bias to each input as well 

as the total of the input and weight products. There are 
5000 neurons in the fifth layer and 14100 neurons in the 
sixth layer. The MSE is calculated after each iteration in the 
regression input layer. 

The CNN learning process can be seen in Figure 4. The 
root mean square error is the quality assessment criterion 
(RMSE). The fact that all three lines displaying the training 
validation and test set faults are highly concurrent shows 
that the training procedure was done correctly. At epoch 12, 
the best validation performance of 0.0017883 was attained. 
The hyperbolical trajectory of the error line during CNN and 
MANN training demonstrates the absence of overfitting and 
raises expectations for a highly effective prediction model. 

 
 

 
Fig. 4. CNN training performance (RMSE) for a randomly selected 
voxel 

 
Figure 5 shows a graph of the learning process using 

MSE as a quality criterion.  

 
 

Fig. 5. ANN training performance (MSE) for a randomly selected 
voxel 

 

The early halting strategy was employed to guard the 
neural network against overfitting. The approach relies on 
using a validation set to automatically finish the training 
phase. If the learning error does not reduce during the 
following six rounds, the training process is terminated. The 
requirement to put up a relatively tiny minibatch leads to 
minor, cyclical changes in the CNN training performance 
chart. The GPU being used has memory restrictions, which 
contribute to this. 

 
Results 
A comparison of the MANN and CNN reconstruction 
techniques is shown in Figure 6. Reference pictures can be 
found in the first column. The MANN model-generated 
reconstructions are displayed in the second column, while 
the CNN-produced tomographic pictures are displayed in 
the third column. 
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# Pattern Reconstruction MANN Reconstruction CNN 

1. 

 

2. 

 

3. 

 
Fig. 6. Comparison of the reconstructive tomographic images with the patterns  

 
Three cases are included in the comparison, each with 
unique inclusion counts, shapes, sizes, and locations. The 
non-obvious disparities between the MANN and CNN 
reconstructions are what stand out right away. A closer look 
at the photos reveals that the MANN approach produces 
inclusions that are larger than those produced by CNN. 
Since patterns are produced by CNN, it may be assumed 
that CNN is more accurate than MANN. 

It was determined to employ four indicators: mean 
square error (MSE), normalized mean square error 
(NMSE), relative image error (RIE), and image correlation 
coefficient to provide an objective comparison assessment 
(ICC) [14]. In the section before, equation (1) provided a 
description of the MSE metric. The Euclidean norm of MSE 
is known as normalized mean squared error (NMSE), and it 
is calculated as NMSE ൌ ‖MSE‖. The RIE indicator is 
described in formula (2). 

 

(2) RIE ൌ
‖௬ොି௬‖

‖௬‖
 

 

Since the MSE, NMSE, and RIE indicators measure 
errors, the better the model being evaluated, the lower their 
values. The ICC is the final indicator used. Since it 
measures correlation, the more closely the value 
approaches 1, the better for the model. The formula for the 
ICC computation is provided (3) 

 

(3) ICC ൌ
 ሺ௬ି௬തሻ

ಿ
సభ ൫௬ොି௬ොത൯

ඨ ሺ௬ି௬തሻమ
ಿ
సభ  ൫௬ොି௬ොത൯

మಿ

సభ

 

 
where: 𝑦ොത is the mean voxel values of the reconstructed 

image and 𝑦ത is the mean ground-truth voxel values of the 
reference image. 

Based on the four aforementioned variables, Table 2 
provides a quantitative comparison of the two approaches 
(MANN and CNN). Because Table 2 evaluates the same 

three observations as Figure 6, it relates to Figure 6. There 
is only one inclusion in observation #1. 

All three categories of errors, MSE, NMSE, and RIE, are 
bigger for MANN than for CNN. The ICC for CNN, on the 
other hand, is up to 10% greater than the ICC determined 
using the MANN approach. The other two observations 
have the same truth. None of the four indications supported 
the MANN technique in any of the examined scenarios. The 
average outcomes of the ratio analysis are shown in the 
final column of Table 2. Once more, it came out that every 
indicator favors CNN. In other words, the quantitative 
analysis done using indicators demonstrated a definite and 
unequivocal dominance of the CNN approach over MANN. 
 
Table 2. Comparison of the values of qualitative indicators for both 
compared models – MANN and CNN 
Met
hod 

Indicat
or 

Observa
tion #1 

Observatio
n #2 

Observa
tion #3 

Average 

MA
NN 

MSE 0.00173 0.00479 0.00613 0.00422 
NMSE 0.00478 0.00388 0.00581 0.00482 

RIE 0.70622 0.61952 0.75966 0.69514 
ICC 0.70886 0.78215 0.66800 0.71967 

CN
N 

MSE 0.00124 0.00358 0.00475 0.00319 
NMSE 0.00343 0.00290 0.00450 0.00361 

RIE 0.59876 0.53559 0.66849 0.60095 
ICC 0.80100 0.84868 0.74919 0.79963 

 
Conclusions 

Industrial tomography is a field that offers remedies that 
support technological advancement [15]. High accuracy and 
dynamics are frequently found in contemporary industrial 
processes. In essence, they are two opposing objectives 
that, nonetheless, must be accomplished if the business is 
to remain competitive. A good product may be produced 
quickly and supplied to the market with the help of accuracy 
and speed in the field of industrial process control. Industrial 
process automation is the only way to accomplish both 
objectives at once. Automation, on the other hand, 
necessitates ongoing supervision using the proper 



PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 99 NR 6/2023                                                                                       145 

measuring sensors and software that can evaluate the 
measurements and make inferences about the necessary 
remedial measures. The only approach that has been found 
to yet that allows for inside imaging of an item without 
endangering its structure or interfering with its internal 
operations is tomography [9,16]. 

The purpose of this study was to evaluate the MANN 
and CNN methodologies' applicability in industrial electrical 
tomography. For this objective, two models were trained, 
with the help of which a number of reconstructions were 
constructed. The four indicators MSE, NMSE, RIE, and ICC 
as well as a subjective comparison of the reconstructions 
were used. The conclusions are that both approaches 
provide reasonably accurate reconstructions, making them 
both viable for resolving the tomographic inverse problem. 
A more thorough investigation, particularly the index ones, 
shows that the CNN method is superior to MANN. 
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